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ABSTACT

In the Next Generation Network (NGN), all networ&se speculatively expected to be
converged to create a ubiquitous communicatingrenmient that will enable one to avalil
seamless multimedia communication from any intecnanectivity enabled device to another in
any network. In this convergence, gateway is thg &ement in the network to enable
ubiquitous communication. This thesis discussesutatite special effort for the design and
implementation of a unique PC-t0-3G video call gag for universal multimedia
communication along with its supporting soft redi+&P (Session Initiation Protocol) client. In
3G circuit switched network, 3G-324M umbrella prabstack has been adopted by 3GPP for
supporting video conversation. 3G-324M consist$waf core components ITU-T H.245 (for
call control) and ITU-T H.223 (for packet multipiag/demultiplexing). Meanwhile, SIP is the
commonly used session initiation protocol for nm#dia communication in IP network

performing similar functions as H.245.

The thesis particularly aims at designing a 3G-#eway which is robust and efficient
enough to support both IP and 3G technologies antandle incredibly high call traffic.
Although 3G-324M protocol stack is sufficiently iefént enough for handling a single call
session, translating H.245 messages into PER bsteegm (and vice versa) and performing
media packets multiplexing and demultiplexing coneuquite a huge amount of system
resources if 3G-324M is merged in a gateway enumamt (for handling many calls
concurrently). These avoidable operations decrémse/hole system performance and create a
performance bottleneck and also leave rooms fearekers to solve these problems. In order to
fulfill the requirements of building a highly rolduand efficient gateway and overcoming the
mentioned performance bottleneck, some innovatleas have been proposed and analyzed in

the thesis. These ideas are briefly introducedlésf:

* A novel approach uses precompile-store-lookup m®dmsed on the nature of H.245
message is proposed for H.245 call control modulassto shorten the call setup time and

to reduce the demand of system resources for edicession.



* An efficient direct data dispatching is proposed Fb223 multiplexing/demultiplexing

procedure to speed up the message multiplexinglamdltiplexing.

* Reduced-SIP is proposed to enable a rapid develtproé simple SIP-capable
communication tools. By integrating the reduced-®lkhe gateway, cross 3G-324M and

SIP communication become possible.

The efficient 3G-IP gateway has been successfebygthed and tested and is also robust enough
to handle ONE Million calls without any problem.i#t also experimentally verified that the
gateway provides the feature of invariant call gdime (typically 5 to 7s for 3G video call
initiation) while the conversation quality and afédl the QoS is claimed to be guaranteed. In the
meantime, the SIP-based soft client also gives @l goteroperability through a series of

intensive experimental tests.

Although the whole system is still under devetept, the demo system has gained a plenty
of positive feedbacks in ITU TELECOM WORLD 2006 Hong Kong. It is widely believed
that, by launching this system to the market, theemue of service provider will increase by
providing handy, creative multimedia services (engbile TV, video tour guide, etc.) to end
mobile users.
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Chapter 1. INTRODUCTION

The penetration rate of third generation mobileviser (3G) has increased explosively
worldwide in recent years and as per the repor@G8M Congress in Barcelona (Feb 2007),
the total number of WCDMA and 3G-CDMA subscribeasd hit 104M and 325M respectively
[1,2] by Dec 2006. Also in this report [1], it @early noted that the WCDMA subscriber
sector is particularly growing very fast, i.e., ¥WXoY and 16.6% QoQ. This rapid spread of
3G is because of its multi-dimensional features hikobile TV, virtual personal assistance, real
time road traffic information and mobile bating ettong with the basic requirement of
conversational video calling. Starting from the gienvoice call to all these high end mobile
services lead to high traffic and eventually the @&eway faces the challenge of handling
incredibly large number of calls at the same timoeas to ensure a good QoS to all the
subscribers. Otherwise the gateway faces not twyass of QoS, but also a severe hazard of

performance bottleneck.

The 3rd Generation Partnership Project (3GPP) §3] ddopted the H.324M [4] with some
modifications in codec and error handling requiretado create 3G-324M [5] standard for 3G
wireless networks. 3G-324M protocol stack conséta control and signaling channel for call
setup and session control during a call and a pheiing/demultiplexing protocol for correct
delivery of control/audio/video data. H.245 [6] sezmendation is the specified control and
signaling protocol in 3G-324M and it provides a way informing the remote terminal of the
capabilities and limitations of the local termiaald opening the audio/video logical channel and
so fourth through a set of predefined proceduremgdihe call setup phase, once a call session
has been established, commands and indicationsbmased to manage and terminate a call
session. H.223 [7] recommendation is the specifredtiplexing and demultiplexing protocol
for 3G-324M. This recommendation particularly reges the way of packet encapsulation,
CRC calculation as well as flag detection accordinthe chosen error protection level during a

call session.



1.1 Motivations

In the Next Generation Network (NGN), all networktie speculatively expected to be
converged to create a ubiquitous communicatingrenmient that will enable one to avalil
seamless multimedia communication from any intecoenectivity enabled devices to another
in any network. In this convergence, gateway is kbg element in the network to enable
ubiquitous communication since it acts as a brictggnecting different networks together. This
thesis discusses about the special effort for #sggd and implementation of a unique PC-t0-3G
video call gateway for universal multimedia comnoation along with its supporting soft
reduced-SIP (Session Initiation Protocol) client.

The 3G video call gateway uses 3G-324M and SI@asore protocols so as to interface to
both 3G circuit switched network and IP networkpesgively. 3G-324M protocol stack has
already been implemented in all kinds of 3G enabkudsets and also the fact shows that it is
sufficiently efficient enough for handling a singtall session. However, major operations of
translating H.245 messages into PER binary stresrd {ice versa) and performing media
packets multiplexing/demultiplexing consume incbéglia huge amount of system resources if
3G-324M is migrated in a gateway environment (fandiling many calls concurrently). These
avoidable operations decrease the whole systenorpefice and create a performance
bottleneck. There is no doubt that some targeteimmations of 3G-324M protocol
implementation are definitely needed to developudtirsession-wise highly efficient gateway.
This thesis particularly aims at designing a 3@dfeway which is robust and efficient enough
to support both IP and 3G technologies and to leamdiredibly high call traffic. In order to
fulfill the requirements of building such a gatewanyd overcoming the mentioned performance
bottleneck, some innovative ideas have been prdparse analyzed in the thesis.

1.2 Contributions

These proposed methods will be discussed in dat&llowing chapters in this thesis but
here mention them briefly: First of all, a novepapach uses precompile-store-lookup process
base on the nature of H.245 message is proposétl2db call control module so as to shorten
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the call setup time and to reduce the demand ¢ésysesources for each call session. Secondly,
separation of H.245 Signaling Entities (SEs, whglthe core components for H.245 and are
used to communicate with peer SEs in the remoteitial using H.245 messages to execute the
procedures) state management is proposed to makens\sufficiently scalable to manage
multiple call sessions. After that, an efficientedit message dispatching is proposed for H.223
multiplexing/demultiplexing procedure to speed upe t message multiplexing and
demultiplexing. Finally, an IM client is built oop of the proposed reduced-SIP showing that it
enables a rapid development of simple SIP-capabtemwnication tools. The efficient 3G-IP
gateway has been successfully designed and testeds also robust enough to handle one
million calls without any problem. It is also expeentally verified that the gateway provides
the feature of invariant call setup time while tteversation quality and after all the QoS is
claimed to be guaranteed. In the meantime, theb&#ed soft client also gives a good
interoperability through a series of intensive expental tests.

Although the whole system is still under devetept, the demo system has gained a plenty
of positive feedbacks in ITU TELECOM WORLD 2006 a@l Expo 2007 in Hong Kong. It
is widely believed that, by launching this systenilte market, the revenue of service provider
will increase by providing handy, creative multinseedervices (e.g. mobile TV, video tour

guide, etc.) to end mobile users.
1.3 Publications

Through the design and implementation of the PBdovideo call gateway, | have

published following research paper:

1. Bo Han,Fung Po Tsq Lidong Ling, Weijia Jia, “Performance EvaluatiohScheduling in
IEEE 802.16 Based Wireless Mesh Networks”, Mobildhdc and Sensor Sysetems
(MASS), 2006 IEEE International Conference on Mel#ld-hoc and Sensor Systems Oct.
2006, Page(s):789 — 794



2. Weijia Jia,Fung Po Tsq and Lizhou Zhang, “Efficient 3G-324M protocol Ifementation
for Low Bit Rate Multipoint Video Conferencing”, MRNAL OF NETWORKS, Issue : 5,
September 2006, Page(s): 1-8

3. Weijia Jia, Fung Po Tsq and Lizhou Zhang, “Video Conferencing for 3G Wiéss
Network”, Handbook on Mobile Ad Hoc and Pervasiva@nunications (Accepted)

4. Fung Po TSQ Lizhuo Zhang, and Weijia Jia, “Video Surveillarféatrol Robot System in
3G, Internet and Sensor Networks”, SenSys 2007 D@&wepted)

5. Pranab Sabitru Naik-ung Po TSQ Weijia Jia, “Design of an Efficient and Robust

Multimedia Gateway for Pervasive Communication” RERV 2008 (submitted)

1.4 Organization

So far, the motivation of this project has beemnomiticed and the contributions have been

briefly concluded. The rest of this thesis is oiged as follow.

Chapter two introduces the 3G-324M protocol stdokthis chapter, the evolution of
3G-324M will be discussed; besides that, the camponents of this protocol stack, H.245
recommendation for call control and signaling and23 recommendation for multiplexing, will
also be introduced in detail.

Chapter three introduces an efficient H.245 mespageessing for multiple call handling in
3G Gateway. This algorithm innovatively uses prexpite method to pre-compile and reuse a
set of frequently used messages so as to reductnmrancompilation time. This algorithm is

experimentally verified to be suitable for highfiaenvironment.

Chapter four describes an efficient H.223 data aldpng for packet
multiplexing/demultiplexing procedure to speed upe t message multiplexing and
demultiplexing. Packet multiplexing/demultiplexingased on nested multiplex descriptor

processing is very time consuming, in order to l&ekth this problem, conversion of nested



multiplex entry into direct multiplex string is sygsted. The experimental data shows a good

performance enhancement by using direct multipiexgs

Chapter five firstly introduces a video instant saggng client based on a novel reduced-sip.
After that, a PC to 3G video call gateway, thegra¢ion of 3G-324M and SIP communication,

will be discussed in detail. The system architextfrthis gateway will also be described.

Chapter six presents our innovative research alsoigigestions for next generation
multimedia communication model. The model is alibetfeatures of clients to be used in the
next generation communication network and the tasliof next generation communication

gateway.

Chapter seven concludes this thesis and presentsideas of future work.



Chapter 2. INTRODUCTION TO 3G-324M PROTOCOL STACK

H.324 is an ITU-T recommendation for low bit rataltimedia communication over regular
analog phone lines. H.324 recommendation is oferned to as an “umbrella standard” since
it specifies procedures defined in other ITU-T rmeoczendations, for examples, it specifies
mandatory and optional video and audio codecsigsage to be used for call setup, control
and tear-down and the way that audio, video cordaral other data are multiplexed and
demultiplexed. H.324 and its annex C (Multimedidegbone terminals over error prone
channels) are defined as H.324M, which is maingdusr mobile terminals. H.324M terminals
offering audio communication will support G.7238] faudio codec. Video communication
offered in H.324M terminals will support H.263 [8hd H.261 [10] video codecs. H.324M
terminals offering multimedia data conferencinguticalso support T.120 [11][8]. protocol.
In addition, other video and audio codecs and gatdocols can optionally be used via

negotiation through exchange of the H.245 contreg$sages.

3G-324M is derived from H.324M by specifying mamatgtaudio and video codecs to be
used during multimedia conversation. The wholequuit stack of 3G-324M is shown in Figure
1. The differences between 3G-324M and H.324M mgdiel in codecs, e.g. voice by AMR-
Adaptive Multi Rate, and video by H.263 or MPEGa#hd error handling requirements (H.223
Annex A and Annex B as mandatory). Therefore, 3@Miherits H.324M but must use AMR
for speech codec. The AMR speech coder consisteeoimulti-rate speech coder, a source
controlled rate scheme and an error concealmenthanesm to combat the effects of

transmission errors and lost packets.
2.1 Introduction to H.324

H.324 recommendation describes terminals utilizi4 modems (regular 33,600 bit/s)
operating over the General Switched Telephone N&tWGSTN) for low bit-rate multimedia



communication. H.324 terminals usually carry réakt voice, data, and video, or any

combination, including video telephony.
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Figure 1: A typical 3G-324M terminal and its compats

H.324 is an “umbrella standard”. Other ITU-T recoemdations in this recommendation
include the H.245 control and signaling protocol228 multiplexing/demultiplexing protocol,
H.263/H.261 video codec, and G.723.1 audio coded+824 enabled terminals are allowed to
communicate to each other by exchanging their teahzapabilities through procedures defined
in H.245. The terminal may reject a communicatiequest from a remote terminal once any
inconsistency is detected. For an example, thezetwo terminals want to setup a video
conversation session, terminal A supports only Bl.2@6leo codec while terminal B supports
H.261 only. This will eventually lead to the videodec inconsistency between terminal A and

B and thus video logical channel can not be opanedhe call will be rejected.

Mobile communication is always an error-prone comitation, therefore, in order to
support error-prone low bit rate multimedia comngation, annex C is added to H.324 to form
H.324M. And later, H.234M is adopted by 3GPP as328M protocol stack to support video
telephony over 3G circuit switched (CS) network.



2.1.1 Functional elements of H.324

A typical H.324 terminal consists of following fumanal elements working together to

provide multimedia communication services:

The Video codec (H.263 or H.261) carries out redmog reduction coding and
decoding for video streams

The Audio codec (G.723.1) encodes the audio sigrah the microphone for
transmission, and decodes the audio code whichtmibto the speaker. Optional delay
in the receiving audio path compensates for theovidklay, so as to maintain audio and

video synchronization.

The Data protocols support data applications sgoblectronic whiteboards, still image
transfer, file exchange, database access, audab\wdsoferencing, remote device control,
network protocols, etc. Other applications and quols may also be used via H.245

negotiation.

The Control protocol (H.245) provides end-to-enghaling for proper operation of the
H.324 terminal, and signals all other end-to-ergtesy functions including reversion to
analogue speech-only telephony mode. It providesdpability exchange, signaling of
commands and indications, and messages to operulindiescribe the content of

logical channels.

The Multiplex protocol (H.223) multiplexes transted video, audio, data and control
streams into a single bit stream, and demultiplexesceived bit stream into various
multimedia streams. In addition, it performs logitaming, sequence numbering, error

detection, and error correction by means of retrésson, as appropriate to each media
type.

The Modem (V.34) converts the H.223 synchronoustipteked bit stream into an

analogue signal that can be transmitted over th& NG&nd converts the received

8



analogue signal into a synchronous bit streamisha¢nt to the Multiplex/Demultiplex
protocol unit.

2.1.2 Multimedia Data Streams in H.324

H.324 functional elements collect and generate stagmms according to their roles. These
data streams are called multimedia data streancande classified as audio streams, video

streams, data streams as well as control streams

* Video streams are produced by video codecs sudH.283 or MPEG4. The video
streams carrying moving color pictures presennta@r new feature of a 3G video call.
During the video call, the video streams consumeery large part of the whole
bandwidth (about 40 Kbps of the 64 Kbps in totAhd the bit rates available for video
streams can be changed according to the needs atitho and other channels below.

» Audio streams are generated by audio codecs. Tieeyeal-time, but may optionally be
delayed in the receiver processing path to mairipisynchronization with the video
streams.

 Data streams may represent still pictures, facsimdocuments, computer files,
computer application data, undefined user data,ather data streams.. Standardized
data applications include T.120 for real-time auitioal conferencing, T.84 simple

point-point still image file transfer, T.434 simgdeint-point file transfer, etc

» Control streams pass control commands and indicatieetween remote counterparts.
Terminal-to-modem control conforms to ITU-T Reconmaiation V.250, for terminals
using external modems connected by a separatecahysierface. Terminal-to-terminal
control is according to ITU-T Recommendation H.245.



2.1.3 H.324 Terminal Procedures

H.324 terminals need to go through a series of gohoes to create a communication

session. The provision of the communication is madkee following steps:
» Phase A: Call set-up of voiceband channel;
* Phase B: Initial analogue telephony communication;
» Phase C: Establishment of digital communicationdemo training;
* Phase D: Initialization;
* Phase E: Communication;
* Phase F: End of session;

* Phase G: Supplementary services and call clearing.
Phase A — Call set-up of voice band channel

The calling terminal shall request the connectionoeding to procedures for analogue

telephony, according to national standards.

When a call is initiated by a terminal which isexial to the modem (a separate physical
item connected by an interface) the procedure$GfT Rec. V.250 €xV.25 ter) shall be used.

Upon successful completion of call set-up, the H.&2minal shall proceed to phase B.

In our gateway, we innovatively do this by issufi§ commands to a 3G modem. First of
all, once the gateway detects any incoming callests from IP network, it extracts the number
of called party (Figure 2) followed by initiatingn éAT command (Figure 3) to the 3G modem
(MERLIN U630) to open a call session.

10



void CallRequest()
{
PVIM_PACKET_HDR pPacket_Hdr;
pPacket_Hdr = (PVIM_PACKET_HDR)IParam;
switch(pPacket_Hdr->packet_type)
{
case VIM_STARTPHONECALL_REQ:
/lcheck to see if server is busy or not

Figure 2: Incoming 3G call request from IP network

void Dial(int phone_no)

{
strcpy(at_cmd, "AT+CBST=134,1,0");

SendATCmd(at_cmd);
GetCmdResponse(at_resp);
sprintf(at_cmd,"ATDT %d",phone_no);

SendATCmd(at_cmd);
GetCmdResponse(at_resp);

while ( strstr(at_resp, "CONNECT") == NULL )

Figure 3: Dial using AT commands

Phase B — Initial analogue telephony communication
A. V.8 procedure

When the procedures of ITU-T Rec. V.8 are in usasp B shall be bypassed, proceeding
directly to phase C.

11



B. V.8 bis procedure

When the procedures of ITU-T Rec. \bB are in use, an optional phase B begins when the
called party has answered. Phase B is normal amaltalephony voice mode. In this mode

users have the opportunity to speak before prosgedimultimedia telephony.

If the terminal is conditioned to go directly indggital communication mode, phase B shall
be bypassed, proceeding directly to phase C. Itéhminal is conditioned for initial analogue
telephony voice mode, the terminal shall procegohtmse C when the user manually causes the
terminal to initiate a V.®is transaction; or the terminal detects an initiatsognal from the

distant terminal.
Phase C — Establishment of digital communicationpdem training
A V.8 procedure

The terminal shall follow the call start-up proceslwescribed in ITU-T Rec. V.8. The
calling terminal should not transmit V.8 callinghes CT or CNG, and should transmit calling
tone CI. The answer terminal shall support V.8 QW&xchanges, and shall transmit answer
tone without waiting for call signals. H.324 termli:m should signal the "H.324" V.8 call

function (value 0x21), and shall not signal a Vi8tpcol category.

If the V.8 start-up procedure detects a V.34 moddn start-up procedure for that modem
shall be followed. Upon completion of the modenrtatg@ procedure and establishment of

digital communication, the terminal shall proceeghase D — Initialization.

If the V.8 procedure fails to detect a V.34 modenthe handshake and the establishment of
the digital connection is not successful after #able period the calling terminal may,
depending on predetermined configuration, go teptebny mode, disconnect the line, or go to
another operating mode more suitable for the dedetiodem. Such other modes are outside the

scope of H.324 Recommendation.

12



The terminal shall wait for a suitable call setygriod, in addition to processing, signal

detection, and maximum round-trip delays, befoi@diieg on further action.
B V.8 bisprocedure

The terminal shall follow the call start-up procesldescribed in ITU-T Rec. Vids If the
V.8 bis procedure detects that the distant terminal iscapgable of V.&is, but is capable of
V.8, the Phase C procedure for V.8 (above) shalblb@wved. If the V.8bis procedure detects a
distant H.324 terminal supporting the capabilitdssired for this call, the V.34 start-up
procedure shall be followed.

Upon completion of the V.Bis procedures and establishment of digital commuioicathe

terminal shall proceed to phase D — Initialization.

If the V.8bis procedure fails, results in a return to analoglephony, or the handshake and
the establishment of the digital connection is suatcessful after the period specified in ITU-T
Rec. V.8hbis, the calling terminal may, depending on predeteechi configuration, go to
telephony mode, disconnect the line, or go to arotperating mode more suitable for the

detected modem. Such other modes are outsidedpe s€this Recommendation.
Phase D — Initialization

After digital communication has been establishedjirimum of 16 HDLC flags shall be
transmitted in order to ensure synchronization andgree on the highest mutually supported
flag protection level. Following this, system-tassgm communication shall be initiated using
the H.245 control channel. Since no multiplex tadaries have yet been sent to the receiver,

initial control messages shall be sent using mekipable entry 0.

Terminal system capabilites are exchanged by in&sson of the H.245
TerminalCapabilitySet message. This capability PdDidll be the first message sent. The H.245
MasterSlaveDetermination message shall also be aetttis time, in which the terminals
exchange random numbers, according to the proceduiid)-T Rec. H.245, to determine the
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master and slave terminals. H.324 terminals sleltdpable of operating in both master and
slave modes, and shall set terminalType to 128andtatusDeterminationNumber to a random
number in the range 0 t6*2 1. Only one random number shall be chosen byetimeinal for

each call, except in the case of identical randamlyers, as described in ITU-T Rec. H.245.

If the initial capability exchange or master/slaletermination procedures fail, these should
be retried at least two additional times beforetédmminal abandons the connection attempt and

proceeds to phase G.

The range of terminalTypes from O to 127 is resgrfoe possible use by MCUs or other
non-terminal devices which may need to be slavellaimes, and the range 129 to 255 is
reserved for possible use by MCUs or other noniteahidevices which may need to be master

at all times.

After these procedures are complete, and the fdis-@apabilities have been received, the
procedures of ITU-T Rec. H.245 may then be usedpen logical channels for various
information streams. Multiplex table entries may damt before or after logical channels are
opened, but information shall not be transmitteer@vlogical channel until the channel is open,

and an appropriate H.223 multiplex table entrylieen defined.

The indication videolndicateReadyToActivate, "Viddodicate Ready-to-activate”, is
defined in ITU-T Rec. H.245. Its use is optionalit bvhen used the procedure shall be as

follows:

Terminal X has been set so that video is not trétestnunless, and until, the remote
terminal has also indicated readiness to transidéov Terminal X shall send the indication
videolndicateReadyToActivate when the initial cafiigbexchange has been completed, but
shall not transmit a video signal until it has reed either videolndicateReadyToActivate or

incoming video.

A terminal which has not been set in this optiomay is not obliged to wait until receipt of

videolndicateReadyToActivate or video before ititig its video transmission.
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Phase E — Communication

During this session, the procedures for changirgickd channel attributes, capability,

receive mode etc. shall be carried out as defimé¢@l-T Rec. H.245.
A. Rate changes and retrains

During phase E communication, the modem may retraatter its rate of data transmission,
with or without momentary disruption of data tramssion and loss of data. Upon any such
momentary disruption of data transfer, the termahalll not restart phase D, but shall remain in
phase E and execute the normal H.324 error recqwergedures according to ITU-T Rec.
H.223.

B. Involuntary disconnection

Should the terminal detect involuntary, unrecovierddss of modem communication, or of
the underlying GSTN connection, the terminal shathediately proceed to phase G, analogue

telephony mode or line disconnection, bypassing@lfia
Phase F — End of session

Either terminal may initiate the end of the sessibhe initiating terminal shall use the

following procedure:

1. For each logical channel carrying video, it Ehtp sending video at the end of a complete

picture and then close the logical channel.
2. It shall close all outgoing logical channelsrgisig data and audio.

3. It shall transmit the H.245 message EndSessiomdand, and then discontinue all H.245
message transmissions. This message shall contandiaation to the far end regarding the
mode the terminal will enter after the end of thessgon (disconnect line, analogue

telephony, or other mode).
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4) On subsequent receipt of EndSessionCommand tinenremote end, it shall proceed to
phase G, except that if the initiating terminaligaded an intention to disconnect the line
after the end of session, the terminal shall nat feareceipt of EndSessionCommand from

the remote end, but shall proceed directly to pliase
A terminal receiving EndSessionCommand without fissving transmitted it shall:

a. if the initiating terminal's EndSessionCommaneéssage indicated "disconnect line",

optionally follow step 3 above, then proceed togeha.

b. otherwise, follow step 3 above, then proceguhtise G. If possible, the responding terminal
should proceed to the new mode indicated in th&iimg terminal's EndSessionCommand

message.
Phase G — Supplementary services and call clearing

If the terminal arrived at phase G by involuntaigcdnnection, it shall disconnect or revert

to analogue telephony, depending on predetermioefigciration.

A terminal wishing to terminate a call shall fiisitiate session end procedure described in

phase F.

In phase G, the terminal should proceed as it atdicin the EndSessionCommand message.
If it indicated a change to another digital comneation mode, it shall begin the new mode at
the equivalent of phase D. Otherwise, it shallatétthe cleardown procedures defined in ITU-T
Rec. V.34, except that it shall not physically disigect the GSTN connection if it indicated an

intention to revert to analogue telephony mode.

These procedures ensure that:
« the distant terminal does not erroneously invakault procedure;
» the human user gets the right indications vieesoand announcements from the network

exchange;
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* relevant messages can be displayed for the hus®rby the terminal.

2.2 Introduction to H.245

H.245 provides a number of different services, some&hich are expected to be applicable
to all terminals that use it, and some are moreispdo particular ones. In H.245, these
services are named as Signaling Entities (SE). B&chefines a series of procedures to handle
with corresponding messages. Procedures are debratbw the exchange of audiovisual and
data capabilities; to request the transmission giadicular audiovisual and data mode; to
manage the logical channels to transport audiovsnd data information; to establish which
terminal is the master terminal and which is tlevelterminal for the purposes of managing
logical channels; to carry various control and ¢ation signals; to control the bit rate of
individual logical channels and the whole multiplexd to measure the round trip delay, from
one terminal to the other and back. Figure 4 taiss the object-oriented implementation of
H.245 module.

SE_User SE

T T

Child SE User | €YS€S» | Child SE | “YS®S» | H245_MessageMachine

H245_X691_coding

=

1
«uses»
[

0
|

«USéS»

I

T T

I I

I I
«uses» :
I

I

I

«uses» H245_X691_Fastcoder

H245Base ManagementEntity

Figure 4 : object oriented implementation of H.248dule
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2.2.1 Signaling entities

Signaling entities (SEs) is used to interact witkemp (remote) SEs, i.e. SE-SE
communication, to keep in step with one anotherefarhanging request, response, indication
and command messages. For each single type oh&€,will be an associated outgoing SE and
an incoming SE. To be more specific, the outgoig i® fact communicates with a peer
incoming SE in the remote terminal by using requesponse message model. The outgoing
(sending) SE sends request messages while incdpimgacts with response messages. For an
example, terminal CapabilityExchangeSignalingEnfESE) should be divided into an
outgoing CESE and incoming CESE. Local outgoing EE®mmunicates with remote
incoming CESE, meanwhile, local incoming CESE comicates with remote outgoing CESE
as illustrated in Figure 5. Figure 5 also showsg tha incoming and outgoing CESE with a
single terminal are independent to each other,ishizcause the establishment of channels in
each direction is independent.

Local CESE Remote CESE
Outgoing | Incoming
CESE | | CESE
Incoming | | Outgoing
CESE CESE

Figure 5: Local CESE interacts with remote CESE

A request message requires that some action @kbe by the peer SE and that the peer SE
sends back a response message within a certainTiimeeresponse message takes the form of
either an acknowledgment message indicating thatSfe has failed or refused to take the
requested action. There is always a timer assdovaitd the request/response interaction, which
is started by the outgoing SE. Be noted that tlsermng B-LCSE is the only incoming SE

containing a timer. The sending SE may get no respérom peer SE before the time expires, it
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will retry sending the same request N times befgireng up. When a procedure can be
attempted more that once in case of encounterimgedure failure, the SE should also include a
counter that is incremented each time a proceduneitiated and compared with a maximum
value before the procedure is reattempted. If tlaimmum attempt number is reached, SE
should abort this procedure. Table 1 gives thents and persistency of each SE for each call

session.
Table 1: The instance and persistency of each B&aith call session
Procedure Associated SEs Instances Persistent
Master slave MSDSE One No
determination
Capability exchange Outgoing CESE One No
Incoming CESE
Unidirectional  logical| Outgoing LCSE One per unidirectional Yes
channel signaling Incoming LCSE logical channel
Bidirectional logical| Outgoing B-LCSE One per bidirectional Yes
channel signaling Incoming B-LCSE logical channel
Close logical channel Outgoing CLCSE One per logical channel Yes
Incoming CLCSE
Multiplex entry | Outgoing MTSE One per multiplexentry | No
exchange Incoming MTSE

Request multiplex entry |  Outgoing RMESE One per multiplex entry |  No
Incoming RMESE

Mode request Outgoing MRSE One No
Incoming MRSE

Round trip delay RTDSE One No

Maintenance loop Outgoing MLSE One per bidirectional Yes
Incoming MLSE logical channel

A. Master-slave determination signaling entity

Conflicts may arise when two terminals involved @n call initiate similar events
simultaneously and only one such event is possibtiesired. For example, conflicts may arise

when resources are available for only one occuer@fitche event. To resolve the conflict, one
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terminal shall act as the master and the othennefrahall act as a slave terminal. Rules specify

how the master and slave terminal shall respotichat of conflict.

The master-slave determination procedure allowsitetls in a call to determine which
terminal is the master and which is the slave. fEBminal status may be re-determined at any
time during a call; however, a terminal may onlyiate the master slave determination process

if no procedure that depends upon its result iallpactive.
B. Capability exchange signaling entity

The capability exchange procedures are intendethg¢are that the only multimedia signals
to be transmitted are those that can be receivedtraated appropriately by the receiving
terminal. This requires that the capabilities afreterminal to receive and decode be known to
the other terminal. It is not necessary that a itgmunderstands or stores all incoming
capabilities; those that are not understood, omcaribe used shall be ignored, and no fault shall
be considered to have occurred. When a capalslitgéeived which contains extensions not
understood by the terminal, the capability shall dze=epted as if it did not contain the

extensions.

The total capability of a terminal to receive amdade various signals is made known to the

other terminal by transmission of its capability. se

Receiving capabilities describe the terminal'sitgbilo receive and process incoming
information streams. Transmitters shall limit thentent of their transmitted information to
which the receiver has indicated it is capableegkiving. The absence of a receive capability
indicates that the terminal cannot receive (isadmitter only).

Transmit capabilities describe the terminal's gbilio transmit information streams.
Transmit capabilities serve to offer receivers @iah of possible modes of operation, so that the
receiver may request the mode which it prefereteive. The absence of a transmit capability
indicates that the terminal is not offering a cleaid preferred modes to the receiver (but it may

still transmit anything within the capability ofehieceiver).
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These capability sets provide for more than oneastrof a given medium type to be sent
simultaneously. For example, a terminal may declegeability to receive (or send) two
independent H.263 video streams and two indeper@l&il.1 audio streams at the same time.
Capability messages have been defined to allownarial to indicate that it does not have fixed
capabilities, but that they depend on which othedes are being used simultaneously. For
example, it is possible to indicate that higheoh&®on video can be decoded when a simpler
audio algorithm is used; or that either two lowotaon video sequences can be decoded or a
single high resolution one. It is also possiblangicate trade-offs between the capability to

transmit and the capability to receive.

Non-standard capabilities and control messages may be issued using the NonStandardParameter
structure. Note that while the meaning of non-standard messages is defined by individual
organizations, equipment built by any manufacturer may signal any non-standard message, if the

meaning is known.
C. Logical channel signaling entity

An acknowledged protocol is defined for the operang closing of logical channels which
carry the audiovisual and data information. The ainthese procedures is to ensure that a
terminal is capable of receiving and decoding thtadhat will be transmitted on a logical
channel at the time the logical channel is operstler than at the time the first data is
transmitted on it; and to ensure that the receiv@rginal is ready to receive and decode the
data that will be transmitted on the logical chdnbefore that transmission starts. The
OpenLogicalChannel message includes a descriptitmeaata to be transported, for example,
H.262 MP@ML at 6 Mbit/s. Logical channels shouldyobe opened when there is sufficient

capability to receive data on all open logical cteds simultaneously.

A part of this protocol is concerned with the opening of bi-directional channels. To avoid
conflicts, which may arise when two terminals initiate similar events simultaneously, one terminal is
defined as the master terminal, and the other as the slave terminal. A protocol is defined to establish

which terminal is the master and which is the slave. However, systems that use this
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Recommendation may specify the procedure specified in this Recommendation or another means

of determining which terminal is the master and which is the slave.

D. Close logical channel request signaling entity

A logical channel is opened and closed from the transmitter side. A mechanism is defined which
allows a receiving terminal to request the closure of an incoming logical channel. The transmit
terminal may accept or reject the logical channel closure request. A terminal may, for example, use
these procedures to request the closure of an incoming logical channel which, for whatever reason,
cannot be decoded. These procedures may also be used to request the closure of a bi-directional

logical channel by the terminal that did not open the channel.

E. Multiplex table entry modification signaling entity

The H.223 multiplex table associates each octet within an H.223 MUX message with a particular
logical channel number. The H.223 multiplex table may have up to 15 entries. A mechanism is
provided that allows the transmit terminal to specify and inform the receiver of new H.223
multiplex table entries. A receiving terminal may also request the retransmission of a multiplex table

entry.

F. Audiovisual and data mode request signaling entity

When the capability exchange protocol has been ety both terminals will be aware of
each other's capability to transmit and receivepagified in the capability descriptors that have
been exchanged. It is not mandatory for a terntmaleclare all its capabilities; it need only

declares those that it wishes to be used.

A terminal may indicate its capabilities to transmit. A terminal that receives transmission
capabilities from the remote terminal may request a particular mode to be transmitted to it. A
terminal indicates that it does not want its transmission mode to be controlled by the remote

terminal by sending no transmission capabilities.

G. Round trip delay determination signaling entity
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It may be useful in some applications to have knowledge of the round trip delay between a
transmit terminal and a receiving terminal. A mechanism is provided to measure this round trip
delay. This mechanism may also be useful as a means to detect whether the remote terminal is still

functioning.
H. Maintenance loops signaling entity

Procedures are specified to establish maintenance loops. It is possible to specify the loop of a

single logical channel either as a digital loop or decoded loop, and the loop of the whole multiplex.
I. Commands and indications

Commands and indications are provided for variomgpgses: video/audio active/inactive
signals to inform the user; fast update requessdarce switching in multipoint applications are
some examples. Neither commands nor indicatiorn# eisponse messages from the remote
terminal. Commands force an action at the remataital whilst indications merely provide

information and do not force any action.

A command is defined to allow the bit rate of l@jichannels and the whole multiplex to be
controlled from the remote terminal. This has a benof purposes: interworking with terminals
using multiplexes in which only a finite number bit rates are available; multi-point
applications where the rates from different soursiesuld be matched; and flow control in

congested networks.

2.2.2ASN.1

In H.245, the message syntax is defined using atinatcalled Abstract Syntax Notation
One (ASN.1) [12]. ASN.1 defines a number of simgéta types and specifies a notation for
referencing these types and for specifying valdi¢sese types.

The ASN.1 notations can be applied whenever ieeeasary to define the abstract syntax of
information without constraining in any way how théormation is encoded for transmission. It

is particularly, but not exclusively, applicableapplication layer protocols. The following is an
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example of message definition by ASN.1 and the @&ammessage is OpenLogicalChannel

message.

2.2.3 X.691

ASN.1 deals only with the syntax and semantics eksage specifications. The binary
encoding of data structures is covered in otheloR®endations, such as X.691 [13] (packed
encoding rules or PER). BER allows data to be dwecgd by systems that have general
knowledge of ASN.1 but do not know the detailstad specification used to form the data. In
other words, the data types are encoded alongthetldata values. PER is much more efficient
since only data values are encoded and the coslidgsigned with very little redundancy. This
method can be used when both the transmitter anceteiver expect data to adhere to a known

structure.

H.245 is implemented using the packed encodingr@ece both sides of a call know that
messages will conform to the H.245 specificatias ot necessary to encode that specification
into the messages. For decoding simplicity, thgnald variant of PER is used. This forces fields
that require eight or more bits to be aligned otetoboundaries and to consume an integral

number of octets. Alignment is done by paddingdéta with zeros before large fields.

Since the performance of X.691 message encodirgflgraffect the performance of call
setup and command message exchange, a specidhaigavhich is discussed in chapter 3, has
been proposed to enhance the performance of susfatmm. Therefore, one more setup is
added to this procedure to check whether the eelddapmcedure is applicable or not, if yes,
then use this procedure; if not, then the procaaspeoceed to normal X.691 message encoding

procedure. Figure 6 is the program flow deployedunimplementation.
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Figure 6: H.245 ASN.1 message processing flow aittied enhanced approach
2.2.4 SE user

SE user is the supervisory process that commusieatd outgoing and incoming SE via
defined primitives in H.245. In other words, thi®pess can be treated as the user who issues
commands to SE and SE executes these commandsgpohses with executed result(s).

Traditionally, we refer to the user of the MSDSE@s MSDSE user, and the user of both the
outgoing and incoming CESEs as the CESE user aod so forth.
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Figure 7: SE User and SE communicates using pxiesti

H.245 does not specify the process of SE useratiplbut just SEs. However, SE user also
plays an important role throughout the whole recemaation. Virtually, SE users are the top
level interfaces between application layer and B.@dule. In this 3G-IP video call gateway
environment, if layered approach analysis is uieel SE user acts as the translator in between
of 3G-324M processes and H.245 SE processes. OBeg28M processes want to issue
instructions to remote terminal, these instructiaresfirstly passed to SE user, the SE user then

translates these instructions to correspondingifivies to associated SE.

2.2.5 Communication between SE users and SE

As mentioned above, the interaction with the udea particular function is specified in
terms ofprimitives transferred at the interface between the SE an8#heser. According to the
H.245 recommendation, primitives are for the puepokdefining protocol procedures and are
not intended to specify or constrain implementatibhere may be a number of parameters
associated with each primitive as the aid of infation exchange.

To assist in the specification, SE states are défifhese states are conceptual and reflect
general conditions of the SE in the sequencesiofitpres exchanged between the SE and the
user, and the exchange of messages between thadSEsgeer. For each SE the allowed

sequence of primitives between the user and theoqob entity is defined using atate
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transition diagram The allowed sequence constrains the actionseousier, and defines the
possible responses from the protocol entity. Ifimmpive parameter described as being null, is
equivalent to the parameter not being present.r&iguillustrates that primitives are used

internally for SE User and SE while SE uses respansl request to interact with remote SE

2.3 Introduction to H.223

H.223 is the ITU-T recommendation for data multqokg protocol. It is the real
sending/receiving interface for all the video/audi&ta applications during the call session. The
recommendation defines the structures and routioesdata transmission multiplexing.
Therefore, it is also the major focus of invesiiatbout how to improve the multimedia data

transmission efficiency of 3G mobile networks.

The H.223 recommendation specifies a packet-wisépiaxing protocol designed for the
exchange of one or more information streams betvingmer-layer entities such as data and
control signals and audio and video codecs. THimuwgh the actual underlying physical bearer
IS a circuit-switching connection, the data formatshe description of the recommendation are

in the form of packets.

The H.223 module consists of two distinct layerse ¥Adaptation Layer (AL) and the
Multiplex Layer (MUX). The AL is mainly responsibfer error protection (eg. CRC calculation)
and optional retransmission for lost or corruptkets. It is actually an interface for upper-layer
applications, and it still deals with different soes separately. The MUX layer performs the
actual multiplexing. In this layer, data traffiom different sources would be multiplexed into

one packet according to the multiplexing patteefdd in the multiplex table.

In layered approach, as shown in Figure 8, eactinede layers provides service for the
above layers and utilize the service of the laysi®w, the input packet of a layer is called
Service Data Unit (SDU); the output packet is chfeotocol Data Unit (PDU).

27



H245

& =

CCSRL B 3

5 =5

1 |F] |f
SRP

.‘_
—#
.‘_
—
.‘_
—

AL
v T
MUX | AL-SDU
| f | AL-PDUMUX-SDU
Air Interface

| MUX-PDU

Figure 8: Layered view of 3G-324M protocol stack

Therefore, the unit of information exchanged betwise® AL and the higher-layer AL users
is an AL-SDU. AL-SDUs contain an integer numbeoofets. The AL adapts the AL-SDUs to
the MUX layer below by adding extra bytes for pug® such as error detection, sequence
numbering and retransmission. The information emithanged between peer AL entities is
called an AL-PDU. An AL-PDU is conveyed as one M3BU.

According to different numbers of extra bytes witfierent functions, the AL can be further

divided into the following three more specific tgpe

® ALl is designed primarily for the transfer of datacontrol information. It does not
provide any error control, and no extra bytes doed.

® AL2 is designed primarily for the transfer of daiiudio. 1 octet for an 8-bit CRC and
an optional 1 octet for sequence numbering arecadde
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® AL3is designed primarily for the transfer of dajivideo. 2 octets for a 16-bit CRC and

1 or 2 optional control octets are added.

After the AL-SDUs are transformed into AL-PDUs ImetAL, the AL-PDUs are sent to the
MUX layer as MUX-SDUs. The MUX layer is responsilide transferring information received
from the AL to the far end using the services otuaderlying physical layer. MUX-SDUs are
transferred by the MUX layer to the far end in @remore variable-length packets called
MUX-PDUs.

With different AL layer types, there are also twiiedent types of logical channels. One is
the segmentable logical channels. For this typdogical channel, the MUX-SDU can be
segmented into different parts, and sent to theotempeer via a number of MUX-PDUs. The
other is non-segmentable logical channels. Forkinid of logical channel, the MUX-SDU can

not be segmented but must be sent to remote peanhsle via one MUX-PDU.

A MUX-PDU can be generally divided into two partise header and the information field.
Octets from multiple MUX-SDUs (of multiple logicahannels) may be present in a single
MUX-PDU information field. The header octet contia 4-bit Multiplex Code (MC) field
which specifies, by reference to a multiplex tadary, the logical channel to which each octet
in the information field belongs. Multiplex tablatey O is permanently assigned to the control
channel. Other multiplex table entries are formgdhle terminals and are signaled to the far end
via the control channel prior to their use. A mdetailed discussion about the multiplex table

entries will be given in the following sections.

2.3.1 The Adaptation Layer

A. Adaptation Layer Type 1 (ALT)

As the AL designed for the transfer of data or manhformation, AL1 does not provide any
error detection or correction capability. The AL is identical to AL1-PDU as it is
illustrated in Figure 9. Therefore, any necessamyr eontrol operations, such as retransmission
procedures, should be provided by the higher lagegs, 3G-324M has defined the CCSRL and
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SRP layers to provide error detection, sequencebating and retransmission functions for
reliable.

framed or
AL-SDU — e framed — AL-PDU

Figure 9: From AL1-SDU to AL2-PDU

AL1 provides two different transfer modes: the fehtransfer mode and the unframed
transfer mode. In the framed transfer mode, ALLiSed to transfer frames generated by a
higher-layer protocol. In this case, frames arst finapped to AL-SDUs and these are then
passed by AL1 in MUX-SDUs to the MUX layer. In theframed mode, AL1 is used to carry
an unframed octet sequence. Any internal framimgent in the octet sequence is not visible to
AL1 which passes the octets received from the higheer to the MUX layer without paying
any attention to framing. Therefore, the logicabmhel for AL1 unframed mode must be

segmentable.

B. Adaptation Layer Type 2 (AL2)

AL2 is designed primarily for the transfer of dajitudio. It provides an 8-bit CRC for error
detection; AL2 also supports optional sequence ruimdp which may be used to detect missing
and corrupted AL-PDUs. AL2 transfers variable-léngt.-SDUs of integral number of octets.

After adding the 8-bit CRC and the optional seqeenamber (SN), the format of the
AL-PDU for AL2 is shown in the Figure 10.
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Figure 10: From AL2-SDU to AL2-PDU

The 8-bit CRC provides an error detection capabditross the entire AL-PDU. It shall

contain the remainder of the division (modulo 2}ty generator polynomial p(x) B %+ x

+ 1 of the productsi(multiplied by the content of the AL-PDU, excluditite CRC field, and
including the SN field, if it is used. The polynahrepresenting the content of the AL-PDU is

generated using bit number 1 of the first octehascoefficient of the highest-order term.

The optional 8-bit SN provides a capability for geqcing AL-PDUSs. It can be used by the
AL2 receiving entity to detect missing and corrapfd -PDUSs. If SN is used, the first AL-PDU
transmitted by the AL2 sending entity shall have 8N field set to 0. For each subsequent
transmitted AL-PDU which belongs to that logicahohel, the value of the SN field shall be

incremented by 1 modulo 256.

C. Adaptation Layer Type 3 (AL3)

AL3 is designed primarily for the transfer of dajitvideo. It includes a 16-bit CRC for
error-detection, and also supports optional sequenenbering which may be used to detect
missing and corrupted AL-PDUs. What's more, desigpemarily for video, it provides an

optional retransmission procedure.

After adding the 16-bit CRC and the optional 1 tadhtrol octets, the format of the
AL-PDU for AL3 is shown as the Figure 11

31



OO
Z|Z
5|5| AU |
OR
AL-SDU > Z| aLsoUu |E|&
] Z ;
OO
OR
oo
AL-SDU | X
OO

Figure 11: From AL3-SDU to AL3-PDU

The 16-bit CRC provides an error detection cagglaicross the entire AL-PDU, including

2

the control field, if used. It uses the generatlympomial g(x) = 2%+ x4+ X + 1. And the

CRC field is defined as the complement of the somodulo 2) of

a) the remainder oflS(xl5 B e e X P e e 3
X2+ X + 1) divided (modulo 2) by the generator polynal g(x) = RO+ x40+ 1, where k is

the number of bits in the AL-PDU, not including thiés in the CRC field; and

b) the remainder of the division (modulo 2) by gemerator polynomial g(x) 8+ x4

x> + 1, of the product of R multiplied by the content of the AL-PDU, excluditige bits in the

CRC field. The polynomial representing the contehthe AL-PDU is generated using bit
number 1 of the first octet as the coefficientha highest-order term.

In contrast to the CRC procedure used for the &RC in AL2, the CRC procedure used
here includes pre- and post-conditioning.

The optional control field consists of a Payloagd@yPT) field, which indicates the function

of the AL-PDU payload, and a Sequence Number (&9, fas illustrated in Figure 12.
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SN

PT Payload Twpe
SN Sequence Number

Figure 12: Format of AL3-PDU control octets

The AL-PDU for AL3 can have 0, 1 or 2 octet confiield. The actual number of octets in
the control field is determined by the terminal ahdll be signaled to the remote terminal in the

H.245 OpenLogicalChannel message.

The 1-bit PT field indicates the payload type & AL-PDU. When the PT field is set to "1",
the AL-PDU payload field shall contain an AL-SDUuUcB an AL-PDU is referred to as an
I-PDU. When the PT field is set to "0", the AL-PMayload field shall contain a supervisory

message used in the retransmission procedure.gdugh-PDU is referred to as an S-PDU.

The SN field is 7 or 15 bits, depending on the tergf the control field. In I-PDUs, the SN
field shall contain a send sequence number N(S-RDUs, the SN field shall contain a receive
sequence number N(R) of an I-PDU. Using the SN fitle AL3 receiver may detect that an
AL-PDU is missing or has been corrupted by the Mldyer. The AL3 receiver should discard
any corrupted AL-PDUs that it detects.

D. Primitives between AL and AL users
The information exchanged between AL and the Alr usgudes the following primitives:

1. AL-DATA.request: This primitive is issued by an Aiser to AL to request the transfer
of an AL-SDU to a corresponding AL user.

2. AL-DATA.indication: This primitive is issued to aAL user by AL to indicate the
arrival of an AL-SDU.
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3. AL-Abort.abort: This primitive is issued to AL byaAL user to signal that a partially
delivered AL-SDU is to be aborted.

4. AL-DRTX.indication: This primitive is optionally &sl in AL3. This primitive is issued
to an AL3 user by AL3 to indicate that a declinettansmission condition has occurred
in the local transmitter. As the AL3 is designedpt@vide optional retransmission
capabilities for the video packets, the receivar sand the Selective Reject (SREJ)
message to request the sender to retransmit dhe sént AL-PDUs. However, in some
situations (the sent AL-PDU has already been delétem the sending buffer), the
sender might be unable to perform the retransnmsgp@ration. Thus, the sender has to
send the Declined Retransmission (DRTX) messagendoreceiver; meanwhile the
AL-DRTX.indication is performed to indicate the AlLBer so that some operations can
be done by the AL3 user to make up for the declme&@dnsmission.

2.3.2 The Multiplex Layer

After the operations of the AL layer, the MUX layarovides the capabilities to transfer
MUX-SDUs from the sending AL to the receiving ALing the services of a physical layer
below. Data contents from different MUX-SDUs froiiffetent logical channels are multiplexed

into one or several MUX-PDUs according to the nplétk patterns defined in the multiplex
tables.

The MUX layer may interface with one or more AL day. The information exchanged
between the MUX layer and each individual AL ina@sdhe following primitives:

1. MUX-DATA.request: This primitive is issued to theUX layer by an AL sending
entity to request the transfer of a MUX-SDU to tloeresponding receiving entity.

2. MUX-DATA.indication: This primitive is issued by ¢hMUX layer to an AL receiving
entity to indicate the arrival of a MUX-SDU frometlzorresponding sending entity.
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3. MUX-Abort.request: This primitive is issued to th#JX layer by an AL sending entity
to signal that a partially delivered MUX-SDU islte discarded. This primitive may be
used by all AL types.

4. MUX-Abort.indication: This primitive is issued bjpe MUX layer to an AL receiving
entity to signal that a partially delivered MUX-SD&Jto be discarded.

A. Mobile Level 0

At level 0, the MUX-PDUs are preceded and followby the HDLC flags Ox7e
("01111110"). The flag preceding the MUX-PDU is idefl as the opening flag. The flag
following the MUX-PDU is defined as the closingdlarhe closing flag may also serve as the
opening flag of the next MUX-PDU. Flags can also tbensmitted repetitively between
MUX-PDUs. Meanwhile, for level 0, the MUX layer a&so responsible to keep transparency of
the HDLC flags in MUX-PDUs. Thus, the MUX layer himsexamine the data contents of the
PDU. At the sending entity, it has to insert a bit"after all sequences of five contiguous "1"
bits to ensure that a flag is not simulated withiea MUX-PDU. At the receiving entity, it has to

discard any "0" bit which directly follows five cbguous "1" bits.

The format of the MUX-PDU is shown in the Figur8.delow.

LSB
bit 1 PM
— MC
[41] [41]
— X Payload D>
o o
o HEC
bit 8
MSB

Figure 13: Mobile level 0 MUX-PDU format
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The MUX-PDU has a header part of 1 octet. The hepdd consists of three fields: the
HEC (Header Error Control) field (3 bits, bit 8~&)e MC field (4 bits, bit 2~5), and the PM
(Packet Marker) field (bit 1).

The 4-bit MC is an index referencing one of the mmaxn 16 MultiplexEntryDescriptors in
the multiplex table. The referenced MultiplexEntedariptor defines to which logical channel

each octet of the MUX-PDU information field belongs

The 3-bit HEC provides error detection capabildy the MC using a 3-bit CRC. It contains
the remainder of the division (modulo 2) by the eyator polynomial P(x) =%+ x + 1 of the
product R multiplied by the content of the MC field.

The 1-bit PM is used to mark the boundary of theXM&DUs from segmentable logical
channels. As we have mentioned, the MUX-SDUs fram-segmentable logical channels must
be put into the MUX-PDU as a whole. Thus they dow'ed a mechanism to mark boundaries.
However, the MUX-SDUs from segmentable logical ¢les can be segmented into several
parts and put into the several MUX-PDU. Theref@renechanism is needed to point out the
boundaries. For MUX-PDUs of H.223 level 0, PM isedisto do the marking. Only one
segmentable MUX-SDU is permitted to terminate withi MUX-PDU. As soon as the end of
any MUX-SDU from a segmentable logical channel esched, the MUX-PDU shall be
terminated with a closing flag and the PM fieldhe next MUX-PDU shall be set to "1".

B. Mobile Level 1

The MUX layer for level 1 and 2 provides the sammjive interfaces as level 0. However,
due to different requirement of error detectiornvection, there are some differences about the

header parts, the flags, etc.

The major difference between MUX layers of levelr@l level 1 is the flags used. This level
has two different flag modes. In the basic mode MUX layer uses the 16-bit PN-flag Oxel4d.
In the double-flag mode, two consecutive PN-flagsused together to delimit the MUX-PDUSs.
As the same as level 0, the double-flag precediagtUX-PDU is defined as the opening flag.
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The double-flag following the MUX-PDU is defined #e closing flag. The closing flag may
also serve as the opening flag of the next MUX-PREpetitive double-flags are also allowed

at this level.

Different from level 0, the MUX layer of level 1 den't assure the transparency of flags in
the data contents. It doesn’t provide insertingaliding ‘O’ operations. The octet aligned
structure of the MUX-PDUs can be used to reduceetmelation of flags. Emulation may
further be reduced by using the HEC check of thiiphex header.

bit 1 PM
] MC
~ o ~ o
e T Payload w T
o o o o
] HEC
bit 8
MSB

Figure 14: Mobile level 1 MUX-PDU format

bit 1 PM
] MC
~ [m) ~ o ~ [m] ~ [m]
— ¥ 3 R Payload | £ 3 W 3
o o o o o o o o
o HEC
bit &
MSE

Figure 15: Double flag mobile level 1 MUX-PDU fortna

And the flag detection is also different in thigdé It's done by correlation of the incoming
bit stream with the flag. The output of the cortielais compared with a Correlation Threshold
(CT). Whenever the output is equal or greater tharthreshold, the receiver should decide that

a flag has been detected.

37



C. Mobile Level 2

The flags used for this level is based on the lévidgs, but there are also some differences.
For level 2, there are two different kinds of flatiee PN-flag (Oxel4d) and its complement. As
there are two different flags, the complement flag be used to signal additional information,

such as indicating the PM (marking of segmentall&XMsDU boundaries) information.

Similar to level 1, the MUX layer of level 2 is alsising a correlation flag detection method.
In determining the correlation sum, the correlaoould interpret the zeros of the MUX-PDU
flag to be "-1". The output of the correlator shibtiien be compared with both a Correlation
Threshold (CT) and its negative (—CT). The recesh®muld decide that a flag has been detected
when the output of the correlator is either eqoartgreater than CT (PN-flag), or if the output

is less than or equal to —CT (PN-flag complement).

As the flags have already provided the PM infororgtithe PM field is not needed in the
MUX-PDU header. Meanwhile, some other fields haesrb added to improve the error
detection/correction capabilities. The MUX-PDU faitof level 2 is shown as the Figure 16

and 17 below.

The header field for level 2 contains 3 octetsoltsists of three fields: the MC field (4 bits,
same as level 0 and 1), the MPL (8 bits, Multipleasyload Length) field, and the Parity bits
field (12 bits).

The MPL describes the length of the informatiotdfi@ octets. As an 8-bit field, its value
ranges from O to 254. The 255 value is reservedutare usage. Therefore, the MPL field has

constrained the maximum MUX-PDU length to be 254.

The Parity bits field provides error detection aondection capabilities for the header part. It
is using the Extended Golay (24, 12, 8) code, whimimes from the original Golay (23, 12, 7)
code. The description of (23, 12, 7) means thatdta length of a Golay codeword is 23 bits, in
which 12 bits are information, and the left 11 late check bits. 7 is the minimum Hamming

distance between any two Golay codewords, i.e. éxalay codeword has 7 or more bits
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different from every other. Therefore, the Golayleacan detect and correct a maximum of

(7-1)/2 = 3 bit errors in any pattern.

LSB
bit 1
MPL
] MC | bits
~ C P - C
_ | < LL
S X bits | Payload K 3
] MPL | P
bits | bits
bit 8 |
MSB
Figure 16: Mobile level 3 MUX-PDU format
LSB
bit 1 PM'
MPL
] MC 1 hits
— Mmc'
- [ P ~ [
1w LL
% ;; bits Payload S ?:,’"
] MPL | P
bits bits HEC'
bits |
MSB

Figure 17: Optional four octet header of mobilesle¥ MUX-PDU

In order to improve the error detection/correctmapabilities of Golay code, an overall
parity bit is added to produce the Extended Gotaec The extended code can still detect and

correct all the 3-bit errors. What's more, it cateatt all the 4-bit errors, but not corrected.

Note that, there is a tradeoff about the Golay soderrection capabilities. If the Extended
Golay code is used without any correction attemptsan detect a maximum of 6-bit errors in
any pattern and all the odd number of bit errdrthé code is used with correction attempts, it
can detect and correct a maximum of 3-bit erroranp pattern, detect all the 4-bit errors and

detect all the odd number of bit errors. The H.22mmendation has not specified whether the
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correction capabilities shall be used. Therefohe, implementers have to make their own

decisions according to the practical situations.

The parity bits P can be derived from the equdtigiow.

'PL | [101011100011] T [MmcC1 |
P2 111110010010 MC2

P3 110100101011 MC3

P4 110001110110 MC4

P5 110011011001 MPL1
P6 | (011001101101 MPL2
P7 | |001100110111 " IMPL3
P8 101101111000 MPL4
P9 010110111100 MPL5
P1O| (001011011110 MPL6
P11| [{101110001101 MPL7
|P12| |010111000111 MPLS

D. Multiplex Table

Multiplex table is the core element in the H.223dmle. It defines the multiplexing patterns
of a terminal. Each terminal defines its own migtptable. And at the initialization phase of a
call session, the terminal should exchange its iphett table entries with the remote peer

through corresponding H.245 control messages.

A multiplex table has maximum 16 table entries. lE&able entry is defined with a
MultiplexEntryDescriptor. The MultiplexEntryDesctgr takes the form of an elementList.
There are two different types of elements in tee The first type is the simple element which
specifies a slot of data from a specific informatspurce. This type of element has two data
fields: the first data field specifies the Logi€ilannel Number (LCN) of the information source;

the second data field specifies the length of tta dlot.

{LCN1, RC 21}, {LCN2, RC UCF} (RC: repeat count; URC until closing flag)
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This is a typical example of a MultiplexEntryDaptor which is made up of two simple
elements. The first element {LCN1, RC 21} specifteat 21 octets from the MUX-SDU of
LCN1 will be filled into the MUX-PDU. The secondeshent {LCN2, RC UCF} means that
after the 21 octets from LCN1, octets from MUX-SOi LCN2 will be filled into the
MUX-PDU until the closing flag of the MUX-PDU padke

The second type of MultiplexEntryDescriptor is maremplicated one which is called
nested MultiplexEntryDescriptor. It is used to sfyea more complex multiplex pattern for the
bit-stream in physical channel. The nested onelasdwo data fields: the second data field also
specifies the slot length with a RC or UCF; howevke first data field takes the form of a
subElementList. This means that the MultiplexEn&gExiptor is a kind of nested list. Inside the

elements of the list, there can be sub elemest list
{LCN1,RC21},{LCN4,RC25} {{LCN2,RC1}{LCN3,RC1},RC UCF}

For the example above, the data field {{LCN2, RCIUCN3, RC1}, RC UCF} is a nested
structure. Its first data field is {LCN2, RC 1}, L{N3, RC 1}, a 2-element subElementList, and
its second data field is RC UCF. In real operattbe, pattern {LCN2,RC1},{LCN3,RC1} will
repeated until the closing flag is encountered.

According to different element list sizes, nestidgpth and subElementList sizes, the
MultiplexEntryDescriptors can be divided into basied enhanced ones. At the initialization
phase of the call session, the terminals shalsitieir capabilities to interpret either the basic

or enhanced MultiplexEntryDescriptor via H.245 cohtmessages.

The basic MultiplexEntryDescriptors must satisfe flollowing constraints: the maximum
elementList size is 2; the maximum nesting depth; ihie maximum subElementList size is 2;
the first element of the elementList must not usea-segmentable logical channel more than

once; and the second element of the elementList nsessegmentable logical channels.
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The terminals signaling capabilities to interprah&nced MultiplexEntryDescriptor must
also give a specific description about the capadsliwith H.245 h223MultiplexTableCapability
indication messages. And they should be able tdlaadl the basic MultiplexEntryDescriptors.

2.4 Chapter Summary

3GPP adopted H.324M with some mandatory requiresrterform 3G-324M protocol stack
for low-bit rate multimedia communication in 3G auiit switched network. In this protocol
stack, H.245 recommendation is used for call cbmatnd signaling and H.223 recommendation
is used for multiplexing. These protocols work tihge closely to provide reliable service over

error prone wireless network.
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Chapter 3. AN EFFICIENT H.245 MESSAGE PROCESSING FOR
MULTIPLE CALL HANDLING IN 3G GATEWAY

3.1 Introduction

The penetration rate of third generation mobileviser (3G) has increased explosively
worldwide in recent years and as per the repor&=8M Congress in Barcelona (Feb 2007),
the total number of WCDMA and 3G-CDMA subscribeasd hit 104M and 325M respectively
[1,2] by Dec 2006. Also in this report [1], it itearly noted that the WCDMA subscriber sector
Is particularly growing very fast, i.e., 102% yéaryear and 16.6% quarter to quarter. This rapid
spread of 3G is because of its multidimensionatufes like mobile TV, virtual personal
assistance, realtime road traffic information andbike bating etc along with the basic
requirement of conversational video calling. Startirom the simple voice call to all these high
end mobile services lead to high traffic and evalhtuhe 3G gateway faces the challenge of
handling incredibly large number of calls at thene time so as to ensure a good QoS to all
the subscribers. Otherwise the gateway faces rpttloa loss of QoS, but also a severe hazard
of performance bottleneck.

The 3rd Generation Partnership Project (3GPP) mpted the H.324M with some
modifications in codec and error handling requiretedo create 3G-324M standard for 3G
wireless networks. Adequate attention has beerstmton 3G-324M in recent years. Some of
those researches specifically concerned about mggi&ation issues of this standard. Sanghyun
Park et al [14] have implemented H.324M, howeveirtisimulation result involve serious
performance degradation produced by the headerubecaf corrupted flags. A.Basso and
H.Kalva [15] have studied this limitation of 3G-3@4or supporting streaming and messaging
services and proposed a set of requirements tipdy some extensions and clarifications of the
standard to better support them. Some researdbetsed their works in the ASN.1

messaging encoding. Rein Vesilo [16] proposed #sgth of ASN.I coders and compilers using
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recursive descent techniques from its theoretiadisbin compiler theory with software
engineering considerations. Since BER encodingftiegohave low efficiency, redundant
codes. Thus, Qian Lv et al [17] have proposedalike method called “database definition” to
store the necessary ASN.1 syntax information toemee the efficiency of ASN.1 message
handling. Meanwhile, Most of the works are aboudlea quality improvement. Lee Yen-Chi et
al [18] have proposed a cross-layer decoder dekmjrefficiently recovers more video data in
the presence of transmission errors for 3G-324Mwiglephony over WCDMA networks with
supporting simulation results. Miki T. et al [13stribed the error-resilient audio-visual coding,
MPEG-4/GSM-AMR, and the terminal standard, H.324bilo extensions for 3G mobile
multimedia terminals. However, the performance wnpment of a 3G gateway which is
designed to handle a large number of calls is selgimidied. Furthering this contrast, we have
the genuine anxiety for investigating performargseies while we were engages in developing

our won 3G gateway.

This paper is based on the results and realizatiassd on our on hand experimental results
collected from our gateway. Here, we propose agongded-store-reuse algorithm to shorten
3G video call setup and message exchange timetaheishance overall performance of a 3G
gateway. The proposed approach requires an extardarof high speed memory to be used for
storing precompiled H.245 message binary strearosoling to our experiments only a few

H.245 message are frequently used for a normali@&d\calls.

The rest of this paper is organized as followsséction 3.2, the redundancy of normal
H.245 message handling is given and possible ealigi discussed. We propose a table lookup
algorithm approach to enhance the performancedsovcall handling of a gateway in Section
3.3. In Section 3.4, the experimental result aesgmted and discussed. Finally, we conclude

this paper in Section 3.5.

3.2 Background

According to ITU-T standards, H.245 is a controhhel protocol capable of conveying

information for multimedia communication. In voiead video telephony as well as in VolP,
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this sub-protocol (of 3G-324M) is basically respbles for call initialization, setup and for
continuing the conversation. This sub-protocol ngasahis information exchange through a set
of predefined messages. Some members of this neessagre vital for the call initialization
and setup, while some are responsible for continaie conversation. So any attempt to
improve the performance of the H.245 procedur@iking but to handle this message exchange
process efficiently. As this sub-protocol is respble for the call setup and conversation
continuation, through its message exchanges,fitsegicy improvement will eventually lead to
shorter call setup time and better conversationlityuahlso in high traffic condition, for
handling large number of call concurrently and tovjle good conversational quality (after all
the Qo0S), H.245 is the only vital protocol whiclosld be taken care of properly.

According to ITU-T X.691 recommendation, initialli4.245 messages are in the form of
ASN.1 and then they are converted into binary stegavhen the call is initiated. After the
requested terminal receives the bit stream, itngitocts those messages back in to meaningful

ASN.1 text and then it sends proper responsesitd te the requester terminal.

In H.245 module, messages are defined in treestikecture as is depicted in Figure 18. This
defines a general message type called, Multimedia8yControlMessage (MSCM). MSCM
further comprises four different types of speciassages, hamely request, response, command
and indication. A request message correspondssfzeefic action and requires an immediate
response through a response message. A commandgaessgjuires an action but no explicit
response. An indication message contains informggoach as h223Skewindication etc) that

does not require action or response.

45



( MSCM
pons

andsoon " and soon

Figure 18: Hierarchical representation of the H.245 messages

3.2.1 Characteristics of H.245 messages in real 3G system

During this research and implementation work, weehwerified that the most common
H.245 messages for a 3G video call are:
TerminalCapabilitySet
TerminalCapabilitySetAck
MasterSlaveDetermination
MasterSlaveDeterminationAck
VendorIndentification
MultiplexEntrySend
multiplexEntrySendAck
OpenLogicalChannel

© © N o g s~ wDdhPE

OpenLogicalChannelAck
10.MiscellaneousCommand:VideoFastUpdatePicture
11.RoundTripDelayRequest

12.EndSessionCommand:disconnect
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Here only the message 6 and 8 are dynamic bedagisedntent depends on the messages sent
from the remote terminal. Normally, message 1 t@sage 9 are only exchanged during call
setup phase and message 10 and 11 are used t@aiméet call, and finally conversation is

terminated using EndSessionCommand:disconnect cathma

To present a clear idea about the details of a agessnd its sub-messages, let's take
TerminalCapabilitySet as an example. The messagrepifialCapabilitySet is used by sending
terminal to inform receiving terminal about its miplexer capabilities and also about its
supported media (audio and video) codecs etc. Akaai the hierarchical message structure of
TermnalCapabilitySet is shown in Figure 19. Here,may observe that most contents can be
kept unchanged since they describe the capabifligyroultimedia mobile terminal (as they are
fixed for that specific terminal). However, theseai field called sequenceNumber which is used
to label instances of TerminalCapabilitySet so thatcorresponding response can be identified.
If there appears multiple instances of Terminal@dpySet with the same content, then only

the sequenceNumber filed can easily be changeddygaby.

Data Structures Parameters
‘ TerminaICapabiIitySet p sequenceNumber
\—b multiplexCapabiIty p  protocolldentifier
I—} h223Capability p»  protocolldentifier
_> nEw .

Figure 19: Message structure of TerminalCapabilitySet

3.2.2 Suggestion of a novel procedure

Traditionally H.245 messages are encoded in a chyathunk style. Each chunk
corresponds to a sub-message (as is describecke iprédvious paragraph) under the main
message. For each chunk of input, encoding prouess be called every time and the chunks
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are being encoded serially. So in this serial awlividual encoding process for each and every

message leads to high cost of system time.

Also we may note some very important points here:

1.Each main message and its sub-messages are théosathéhe individual calls.

2.Through experience, we observe that some sub-messsagler a main message are also
repeated more than once.

3.Message like TerminalCapabilitySet request is nobticame for all calls. But still, the
response is also very few in number as in redétyninal capabilities are fixed and there are
a few (may be a few tens) number of different nelédrminals produced by different
brands. So for most calls (may be thousands nuofllls at a time in the gateway), these
requests just same and responses are just li{@QQo, i.e., number of mobile terminal

brands: number of total concurrent calls) varied.

Hence, it seems that the earlier mentioned sesihg process is just unnecessary killing of
system time. In this contrast, if a low-cost pracesrves the same objective of producing the
same encoded output, that is definitely worth topad In this scenario, with the motivation of
improving the call handling efficiency of the 3Gtgaay, we intuitively may suggest an
innovative method on an experimental basis. In thethod, we consider the possibility of
reusing of a replicated encoded message set whalready compiled earlier for a previous call,
unless the message data is changed! And if themeyi€hange in some sub-messages, that part
can easily be handled by dynamically compiling tiet and updating the returned value in the

whole encoded message string. We describe the thethitail as follows.

So in the message encoding programming levelnbisiecessary to encode the whole string
for each call, rather the string can be just uptlat#h usually a minor (practically) changes in
few bits. Here the precompiled message streamsbmagved in &ookup-tableand that can be
accessed for each call instead of recompilatiomn ¢age. Eventually it saves an appreciable
amount of encoding compilation time.
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Table 2: Traditional approach for h.245 messageding

Input Process Output
M1 Encoding A
M2 Encoding B
M2 Encoding B
M3 Encoding C
M1 Encoding A
M1 Encoding A

Table 3: Suggested table lookup approach for efiich.245 message encoding

Input Process Output
M1 Encoding +Reuse A
M2 Encoding +Reuse B
M2 Reuse B
M3 Encoding +Reuse C
M1 Reuse A
M1 Reuse A

A visual description of the above suggested reesab®-compiled mess data set and its
lookup table implementation method is comparedhéottaditional message encoding method is
depicted in the following tables. Here we suppbsg M1, M2 and M3 are H.245 messages and
A, B and C are their encoded binary streams respéct Table.1 shows the traditional
approach for h.245 message encoding where eachageess encoded individually. Table.2
illustrates assumed improved approach for H.245sagesencoding in which reuse of previous
encoded bit streams is deployed along with a mupatate by dynamic compilation process.
Comparing Tables 2 and 3, we get exactly the samgubbut at least three extra encoding
processes can be skipped. So this leads to sa¥ingtdeast 50% compilation time and thus
giving rise to shorter call setup time (and alsovftes free system resources and time for better

quality conversation in the post setup phase)igakample.
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3.3 Table Lookup Message Encoding

Algorithm: table lookup message processing
Input: H.245 ASN.1 messages
Output: binary strearB(m)
1. initialize system
2. pre-compile a message Bm) and store into a tablE(m)
3. for eacht message H.245 ASN.1 message
if m OM(m)then
retrieve bit stream BY{) from tableT(m )
if replacement needed then
replace changed filed) return
else return the bit stream
else dynamically compile it and storenibitableT(m)
10. end for
11. repeat step 3 to step 10

©P~No g A~

Fig.3 Table lookup message processing algorithm

Basing on the earlier discussions and suggestiamne,we present the technical details of the
loopup-tablemessage processing approach. An algorithmic reptason is shown in above
and its process flow is illustrated diagrammaticall Figure 20. Basically this algorithm
consists of two major functions. In the first presethe system is initialized and then a set of
messages, M{) are (pre)compiled followed by storing the retdata (bitstreams) into a table.
Here we defined M() as a set of frequently used messages. Each when system comes
across a new message that is not in the set, leeméssage is added automatically to the
database in the table for future use. In the seqmartl of the algorithm, simply message

matching is performed. The input of this algoritiera single H.245 message) (m is the fn
message to be encoded), and the output is it'egponding bit stream B¢ ). Looking from the
programming point of view, during the system iniiation, a H.245 message set is compiled
into bit streams and then are stored in a tafie) For each H.245 messagd®y (to be encoded),

it is looked for in the precompiled message daglfies., tablel'(m)), if a match is found, then it

is retrieved and returned. After that, the returbicstream Bfy ) is further checked whether a
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replacement is needed, if no, B3] is returned directly, if yes, then the changesld{s) is

dynamically compiled and replaced and returned. él@; if the messagén is not found, then

it is just compiled and returned dynamically andl&o stored in the database for further use in

the future.
H 24k
message
H.245
Already pre-
message ¢ Ne compiled?
compiler
Yes
\ 4
Table lookup
v
Table Lookup Bit-stream
result )
Replace changed «Yes odification
If the whole filed(s) needed?
message
is new
Nc
Figure 20: Table lookup process flow
3.3.1 Table Management

One of the key issues @okup-tableapproach is to find the efficient way to manage th
table data storage and retrieval system. We profiagethe table should be managed in an
index-basedashion. Each encoded message string is saved agay in that table with an

index number. So in the retrieval process, eadlyasireturned in terms of its reference number
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(integer). This approach is used because, it meghtime consuming way to locate and return
each table entry as compared to the traditionadrighgns involving special key generation.
Thus, an appreciable amount of time can be savedata retrieval in the table and eventually

leading to a big gain in the overall system perfamoe. The Figure 21 describes this procedure

pictorially.
Array
Index |Stored bit strings
Bit String A
1
Index 2———p{2 String A
3

Figure 21: Array Implementation for the lookup-&bl

3.4 Test Results and Discussion

In this section, we present real life implementataf the proposed method and have
demonstrated its efficiency though our experimergsiilts. During this experiment, in order to
track the call handling efficiency, we added twsttenodules namely MessageFeeder and
DataCollector to our indigenous 3G gateway. Medsagder is responsible for selecting a large
number (say 10000 at a time and then iterativetye@msing in arithmetic progress) of H.245
message sets (that means a large number of incarallsgat the same time) to be input to the
3G gateway. And thBataCollector is employed to record the time atdtaet of encoding the
messages and the time corresponding to bit streaeturned (that is the end of the encoding). It
is practically obvious that these two factors can dompared so as to let us study the
performance and efficiency of our 3G gate way ie tew of handling the huge traffic of

incoming calls. In this testing process, sets @48.message samples are system generated. In
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our experiment, the number of messages we chosargeng from 10,000 to 100,000. In fact
the longer the message length the better ipdnrmance enhancememd the longer time for
compilation is saved. But in practical, some message short length while some are long. So
to have a balance in the testing process, we hakentconsideration of both these types of
message structures and have chosen samples randontlyat the collected data in the

respective tables are nearly the average values.

The proposed method is compared to a method tkatthe traditional way, i.e., if there is a
message, then encode it and output it. The traditiprocedure is time consuming as it follows
this ‘message-encode-output’ procedure for eaclvichéhl new incoming message. Since we
aim at shortening call setup time, the time sawhfandling the call setup and continuing the
conversation in terms of H.245 message processingot course claim the efficiency of our
procedure. For the same set of messages, we ¢attdhee time spent in message encoding for

normal approach t() and that of proposed approach, ) respectively. Theperformance

enhancemer(in terms of reducing call setup time) is caloethby using formula:
L7 c00%

1

If the result is positive, then it is obvious tha have achieved theerformance enhancement

We also successfully passed our 3G-gateway witheddibg the currently proposed
algorithm into it, for the compatibility test (winer the algorithm is compatible with the
gateway protocol). We made phone calls to diffelrands/makes of 3G handsets and also to
the Dilithium 3G Network Analyzer too. All attemptsf 3G video calls were setup and
conversations were hold successfully. It proves tha proposed algorithm is fully compatible
with the existing 3G protocol as well as with ahaemercially available 3G handsets/equipments
too.

The experimental result of performance enhancemehelookup-tablemethod of message
processing is illustrated in Figure 22. From thigpdp, two important observations can be noted.

Firstly, the performance remains almost unchangégnwnumber of calls is increasing.
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Secondly, the performance is linearly improvinghwitore fractions of messages found in the
lookup table.

The first observation just proves the very purposdhe currently introduced message
processing approach, i.e., in this approach, thieheadling performance of the 3G gateway
remains invariant in spite of the number of cafisreéase consistently to a huge amount (i.e.,
from 10,000 to 100,000). So this procedure enalilesgateway to successfully face the

challenge of facing any amount of traffic load weitih degrading its performance.

Performance Enhancement

100
90 : —e— 100000 Samples
80 | —=— 90000 Samples
20 —A— 80000 Samples

70000 Samples
—%— 60000 Samples

—e— 50000 Samples

—+— 40000 Samples
30000 Samples
———20000 Samples
—e— 10000 Samples

Performance enhancement in %

0O 10 20 30 40 50 60 70 80 90 100

Fraciton of message found in th lookup tale in %

Figure 22: experimental result of table lookup nagssprocessing

Let us consider the second observation in the bflite discussion in section 3.2. There are
twelve common messages for a normal 3G video dadrevten out of them are responsible for
call setup and are almost same in case of all. &tishese messages can be pre-compiled and
can be stored in the lookup-table and can be diregttievable for all calls. Thus the percentage

retrievable message processing is 10A283.3 %, and so also the prediction for the
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performance improvemerAnd amazingly, this prediction can be visuallpyed in the Figure
22. In this FigurePerformance Enhancememnteans the ratio of elapsed time for call setup
before and after applying the binary reuse methaddall.

3.5 Chapter Summery

In this work, we have proposed a novel approadmtwance the efficiency of 3G gateway in
order to handle huge number of multimedia calla aame time. The details of this algorithm
have been discussed to show that our assumptioarisct and most of pre-compiled h.245
message bit stream can be reused so as to reghgcednsumption in runtime encoding. Finally,
throughout our experimental testing in a real 3@ewi call gateway, we have proved that our
algorithm can give a guaranteed performance enhameand is fully compatible with existing
3G protocols.
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Chapter 4. AN EFFICIENT DATA DISPATCHING
OPTIMIZATION FOR H.223

4.1 Introduction

In this chapter, a novel approach of an efficiaréad message dispatching is proposed for
H.223 multiplexing/demultiplexing procedure to speap the message multiplexing and
demultiplexing. As mentioned in chapter two, H.3B4ctional elements collect and generate
four types of multimedia stream, here introducertiagain briefly.

* The control information between different terminalsbetween terminals and the
Multipoint Control Units (MCUSs);

* Information from data applications such as T.12@ der real-time audio-graphics

conferencing;

Audio stream encoded by audio codecs;

Video stream encoded by video codecs.

H.245 only deals with control stream according t84% recommendation, whereas all kinds
of multimedia will eventually be passed into H.Z28 multiplexing throughout the whole call
session. This can be concluded that the efficiarfidy.223 packet multiplexing will amazingly

affect the performance of whole system, i.e. 3@dRway.

4.2 Multiplex Entry

Multiplex table is the core element in the H.223dwle. It defines the multiplexing patterns

of a terminal. Each terminal defines its own migtiptable. And at the initialization phase of a
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call session, the terminal should exchange its iphett table entries with the remote peer

through corresponding H.245 control messages.

A multiplex table has maximum 16 table entries. lE&able entry is defined with a
MultiplexEntryDescriptor. The MultiplexEntryDesctgr takes the form of an elementList.
There are two different types of elements in tee The first type is the simple element which
specifies a slot of data from a specific informatgpurce. This type of element has two data
fields: the first data field specifies the Logi€ilannel Number (LCN) of the information source;

the second data field specifies the length of tta dlot.
{LCN1, RC 21}, {LCN2, RC UCF} (RC: repeat count; URC until closing flag)

This is a typical example of a MultiplexEntryDaptor which is made up of two simple
elements. The first element {LCN1, RC 21} specifteat 21 octets from the MUX-SDU of
LCN1 will be filled into the MUX-PDU. The secondeshent {LCN2, RC UCF} means that
after the 21 octets from LCN1, octets from MUX-SOi# LCN2 will be filled into the
MUX-PDU until the closing flag of the MUX-PDU padke

The second type of MultiplexEntryDescriptor is maremplicated one which is called
nested MultiplexEntryDescriptor. It is used to sfyea more complex multiplex pattern for the
bit-stream in physical channel. The nested onetasdwo data fields: the second data field also
specifies the slot length with a RC or UCF; howevke first data field takes the form of a
subElementList. This means that the MultiplexEntgEriptor is a kind of nested list. Inside the

elements of the list, there can be sub elemest list
{LCN1,RC21}{LCN4,RC25},{{LCN2,RC1}{LCN3,RC1},RC UCF}

For the example above, the data field {{LCN2, RCIUCN3, RC1}, RC UCF} is a nested
structure. Its first data field is {LCN2, RC 1}, N3, RC 1}, a 2-element subElementList, and
its second data field is RC UCF. In real operattbe, pattern {LCN2,RC1},{LCN3,RC1} will
repeated until the closing flag is encountered.
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The maximum 16 MultiplexEntryDescriptors in the tiplex table have defined all the
possible multiplexing patterns of a mobile termirkgdch time a MUX-PDU (packet) is sent out
or received, it shall be multiplexed or demultigdx according to chosen
MultiplexEntryDescriptor. Therefore, the performanaf handling a MultiplexEntryDescriptor

can greatly affect the overall performance of ta@dransmission.

However, H.223 does not allow unlimited elementkige, subelementList size, or nesting
depth in the MultiplexEntryDescriptor. H.223 muléger can operate in two modes. In the basic
mode of operation, the multiplexer must supporel@mentList size of up to 2, a subelementList
size of up to 2, and a nesting depth of up to 1lth@rother hand, the multiplexer may be able to
operate in an enhanced mode, where it can supporleanentList size of up to 255, a
subelementList size of up to 255, and nesting deptlp to 15. Although H.223 multiplexer
provides two types of operation mode, basic moddwsys preferred since enhanced mode is

not practical in real world applications.

Table 4: Examples of MultiplexEntryDescriptors
(LCN: logicalChannelNumber, RC: repeat Count, UQ#iIClosingFlag)

. . Element | Nesting | Subelement
Row MultiplexEntryDescriptor ListSize Depth ListSize Example
{LCN1,RC UCF} 1 0 0 All audio
{LCN3,RC UCF} 1 0 0 All video
{LCN1,RC21},{LCN3,RC 2 0 0 Audio,
UCF} All video

4 {{LCN2,RC1},{LCN3,RC3} 1 1 2 1:3 data video
,RC UCF}

5 {LCN1,RC4},{{LCN2,RC1} 2 1 2 Audio,
J{LCN3,RC2},RC UCF} 1:2 data video

6 {LCN1,RC21},{{LCN2,RC2 2 1 3 Audio, 2:6:1
}{LCN3,RC6},{LCNO,RC1 data video control
}RC UCF}

7 {LCN1,RC21},{LCN4,RC25 3 1 2 Audio I, Audio II,
}L{{LCN2,RC1},{LCN3,RC 1:1 data video
1}RC UCF}

8 {{LCN1,RC25}{{LCN2,RC 1 2 2 2-level nesting
1},{LCN3,RC1},RC5},RC
UCF}
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For basic mode, if there are only simple elemantbé elementList, say, the single element
represents the MultiplexEntryDescriptor, the suitetcan be handled easily by following the
elements serially. However, when the descriptorobess complex, i.e. in nested form, each
time multiplexing is performed, searching for therresponding entry in the nested
MultiplexEntryDescriptor is required, therefore,ettprocessing overhead increases greatly
compared with former situation. This can be eastdgcluded that the problem resides in the
nested structure of the elementList. Each elemanthe list could be extended to a
subElementList, which might also contain both senpgtlements and subElementLists.
Especially for the enhanced MultiplexEntryDescnipidhere can be a very big nesting depth,
which can lead to repetitive callings of recurdivections to handle.

4.3 Direct Data Dispatching

Fortunately, through the deep analysis of MultilettyDescriptors, a novel approach of an
efficient direct data dispatching is proposed. fri@n idea of this approach is to tear the whole
MultiplexEntryDescriptor down to a serial stringighto increase the efficiency of multiplexing.
One key point is that RC UCF will appear only oicéhe MultiplexEntryDescriptors. That is,
exactly one part could be repeated until the padkeended. As a result, the whole
MultiplexEntryDescriptors could be divided into tvparts: the first part is called the RC patrt,
which is made up of elements having finite repgatiount; the second part is called the UCF
part, which would be repeated until the end ofgheket is reached. So the whole serialization
process could be divided into two steps. At thet itep, we find the point where the UCF part
starts and divide the whole descriptor into theg@@ and the UCF part. Then at the second step,
we serialize the two parts into two separate setdtiplex string to build another set of

multiplex table.
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Algorithm:
Input: a MultiplexEntryDescriptor
Output : a multiplex string

PN B R

input a MultiplexEntryDescriptor
search for UCF
if not found, go to RC (step 7):

if found //deal with UCF patt
recursive call to break down the element list of UCF part

obtain the multiplexing string from recursive call

RC: //deal with RC part

search for count number, #

9: set;=0,while;<n

10:
11:
12:
13: exit

recursive call to break down the element list of RC part
obtain the multiplexing string from recursive call
increment 7

Table 5: corresponding multiplexing string for Tal

Row

MultiplexEntryDescriptor

Fixed String

Repeating String

{LCN1,RC UCF}

1

{LCN3,RC UCF}

1

{LCN1,RC21}{LCN3, RC UCF}

11111111111111111111

13

Al W N P

{{LCN2,RC1}{LCN3,RC3},RC
UCF}}

1333

{LCN1,RC4}{{LCN2,RC1},
{LCN3,RC2},RC UCF}

1111

233

{LCN1,RC21},{{LCN2,RC2},
{LCN3,RC6},{LCNO,RC1}RC
UCF}

1111112111121111111111

223333330

{LCN1,RC21},{LCN4,RC25},
{{LCN2,RC1},{LCN3,RC1},RC
UCF}

111111111111111111114
A4444444444444444444

1423

{{LCN1,RC25},
{{LCN2,RC1},{LCN3,RC1},RC5},
RC UCF}

11111111111111111111211

112323232323
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After initializing multiplex table, each MultiplextryDescriptor is divided into “Fixed
string” and “Repeating String” representing RC au@F respectively. Table 5 shows the
corresponding multiplexing string after running wersion algorithm for each
MultiplexEntryDescriptor in the Table 4. Let us ¢alMultiplexEntryDescriptor {{LCN1,
RC30},{LCN2,RC20} , RC2}, {{LCN2 , RC12}, {LCN3 ,RC13} RC UCF} as an example,
which is an nested multiplex descriptor with negtolepth of 2. Figure 23 illustrates the
procedure of converting a UCF part of a descripttr a multiplexing string while Figure 24
shows the RC part. When this MultiplexEntryDesaips$ input to the algorithm, the algorithm
searches for UCF first. In this example, UCF is nfbuand thus the whole
MultiplexEntryDescriptor is spitted into two parRC part ({{LCN1, RC30},{LCN2,RC20} ,
RC2}) and UCF ( {{LCN2 , RC12}, {LCN3, RC13} R@CF} ) part. After that, recursive
call is applied to these two parts to convert treasponding elementList into multiplex strings.

{{LCN1, RC30} , {LCN2,RC20} , RC2} , {{LCN2 , RC12}, {LCN3 , RC13} RC UCF}
\

A A

{{LCN1 , RC30} , {LCN2,RC20} , RC2} {{LCN2 , RC12}, {LCN3 , RC13} RC UCF}
\
{LCN2 , RC12} {LCN3 , RC13}
A A
222222222222 3333333333333

Figure 23: Converting UCF part to multiplex string
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{ILCN1 RC3(},{LCNZ RC2C} RCZz}, {{LCNz RC12},{LCN3 RC13}RC UCF)}

N A

{{LCN1 RC3C}, {LCNZ RC2C} RCZ) {ILCNZ RC12},{LCN3 RC13}RC UCF}
A, A

{LCN1 RC3C}, {LCNZ RC2C) {LCN1 RC3C}, {LCNZ RC2(}
{LCN1 RC3(} {LCNZ RC2(} {LCN1 RC3(} {LCNZ RC2(}
1111111111111111111111111111° 20222222222222222222%
A A
111111111111111111111 11111111+ 2222222222222222222%

Figure 24: Converting RC part to multiplex string

4.4 Performance Analysis

4.4.1 Processing Overhead

Converting MultiplexEntryDescriptor into multiplestrings will eventually lead to an
additional processing overhead, because the origoraplex table entries have to be broken
down combination of multiplex strings. Howeverslitould also be noted that this overhead only
has to be taken at the beginning of the commupoicair when the two peers want to make
modifications to the multiplex tables during themraunication. So we only have to do the
serialization for each entry few times. Thus the ocpssing overhead of
multiplexing/demultiplexing during communicationaghd be more critical. With the original
complex MultiplexEntryDescriptor structure, when ltiplexer multiplex a packet, it has to

process the possible nested structures, and reeutsiction calls could be used. It would be

62



very costly to call recursive functions each timpazket multiplexing is performed. But with
the multiplexing string, which is made up of “fixstting” and “repeating string” or either one
of these if no RC part of UCF part is presentwalhave to do is just to process from the head to
the tail of the string. For the list of the RC pave only have to traverse the whole string arid fil
in the packet with data from different sources adiog to the multiplexing string. For the list of
the UCF part, we also just traverse to fill in thges. But UCF may need to be traversed for
several times until the end of the packet is redchEherefore after conversion of
MultiplexEntryDescriptor, the operation of multiglag will be straightforward and it will
consume less processing time. Therefore, if comeerbverhead is compared with saved

multiplexing cost, this overhead is negligible.

4.4.2 Complexity Analysis

In this conversion algorithm, the recursive will balled several times to perform actual
multiplex string conversion. From software engimggipoint of view, if the depth of recursion

is large, this kind of processing will be the disador the system. Therefore, it is necessary to
make sure this algorithm is not a burden to theway. In order to have a reasonable analysis of
the complexity of this algorithm, some assumptibage been made. First of all, basic mode of
multiplexer operation is used since advanced medenpractical in real world application.
Secondly, there are totally 16 (maximum) entriedaftiplexEntryDescriptors are in use, each
entry consists of an elementList size of up to &ulelementList size of up to 2, and a nesting
depth of up to 1. In this setting, there will be amtside loop executing 16 times for 16
MultiplexEntryDescriptors, inside the loop therdlvaie 4 recursions and each recursion has a
depth of 1. It is quite reasonable that we considerrecursion with depth of 1 as a normal
function execution so the execution complexity da ignored. Hence, it can be easily
concluded that the algorithm is bounded@fy), when n is the number of multiplex entry with

the maximum value of 16.
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4.5 Experimental Performance Evaluation

In this section, the multiplexing performances ogimal and multiplex string are compared
and presented here.

In order to evaluate the cost in terms of timege¢htime parameters have been defited:
the time used to handle multiplex enttyjs the time used to increment counteris the time
used to fill in packet according to multiplex enfdispatching). Meanwhile, let RC30, RC20,
RC2, RC12, RC13 and RCUCF in the multiplex entryyGN1, RC30},{LCN2,RC20} ,
RC2}, {{LCN2, RC12} , {LCN3, RC13} RC UCF} be RA1, RCN2, RCN3, RCN4, RCNS5,
and RCNG6 (the total number of iterations until U€Found) respectively. In order to model the

nested multiplex entry, the operation is writterpgeudo code below.

/lhandling non UCF part
for(i = 0; iKRCNS;i++)

for(j=0; j<RCNL1,; j++)
dispatches to LCN1;

}

for(k=0; k<RCN2; k++)

dispatches to LCN2;
}

}
/Ihandling UCF part
/IRCNG is the number of iterations
while (flag!=closing flag)
for(j=0; j<RCN4; j++)
dispatches to LCN4;
}
for(k=0; k<RCN5; k++)

dispatches to LCNS5;

For direct multiplex string model, the only thiniget multiplexer needs to do is just to
dispatch packet until the end of multiplex strisgeached. This results in a very simple pseudo
code:
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while (! End of multiplex string)

Dispatches to corresponding logical channel;

}

In both algorithms, as we can see, the time takerfifing packets into corresponding
logical channel is proportional to the number gfeg count (RC) and the length when closing
flag (UCF) is encountered. Furthermore, as we hdigeussed in previous section, the
conversion overhead for converting nested multighetxy into direct multiplex string would be

negligible, only processing cost of packet process compared and analyzed.

There are two modes of multiplex table operatinrhasic mode operation of multiplex table,
the nesting depth is of 1 and thus the cost ofrsageicall is bounded. For enhanced mode, the
recursive call would be a disaster since the ngstapth could be 15. That is also why enhanced
mode is impractical to be adopted in real worldliappon. In this example, only basic mode is
analyzed. The total time spent for processing destteicture and multiplexing packets, the time

cost can be modeled as:
(i+t+t3)(RCN1 + RCN2)RCN3 + (2-tt2+t3)(RCN4+RCN5)RCN6 4.1)

In contrast to this nested multiplexing model, theltiplex string multiplexing model can be
modeled as:

t3[(RCN1+RCN2)RCN3+(RCN4+RCN5)RCNG6]. 4.2
By taking difference, the saved time when multigéing algorithm is introduced is:
(ti+t2)(RCN1+RCN2)RCN3+(2:1#t2)(RCN4+RCN5)RCN6 (4.3)

Therefore, the performance enhancement by usingptexl string algorithm can be intuitively
obtained from (4.1) and (4.2).

(t, +1;)(RCNL+ RCN2)RCNGH (214, +1,)(RCN4+ RCNS)RCN )00 40
(t, +t, +t,)(RCN1+ RCN2)RCN3+ (2t, +t, +t,)(RCN4+ RCN5)RCN6 '
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The above performance enhancement can exactly fedpo one single entry of nested
multiplex descriptor. However, in real operatione ttotal number of packets flow through a
gateway is an incredibly large amount of numbeatTheans, even for single multiplex entry,
the number of repeat count (all together in onksession) converges to infinity. In this case,
RCNL1 to RCNG6 all together converge to infinity ahds can be canceled. Thereforgttand &
become major factors affecting performance resklsm the definition,ztis the time used for
counter increment. This value is too small if itdempared with:tand & or even other
operations, so that tcan be ignored without problems. These facts emafigtlead to a

simplification of (4.4) to:

3t1

« 100% (4.5)
3, + 2,

In order to measure the actual performance enhaderthe both algorithm have been
implemented for collecting experimental data. A bemof experiments have been done to
evaluate the parametetisandts. The result is illustrated in Tables 6 and 7: Titaken for
handling a nested multiplex entry descriptor streests, for one million times is 47.2ms and the
time taken for filling bytes into a packet accoglio multiplex entryts, for one million times is
353ms. From these measurement results, percenfageriormance enhancement can be
directly induced by substitution.

3, 3472

*100%

= «100%=16.7%
3, +2t, 3472+2+353
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Table 6: Time taken for handling a nested multigeky descriptor structure, t1, for one milliomés

Start Time End Time | Time Spent
1 1031 ms 1078 ms 47 ms
2 1031 ms 1078 ms 47 ms
3 1031 ms 1079 ms 48 ms
4 1031 ms 1078 ms 47 ms
5 1031 ms 1078 ms 47 ms
6 1031 ms 1078 ms 47 ms
7 1031 ms 1078 ms 47 ms
8 1031 ms 1078 ms 47 ms
9 1031 ms 1078 ms 47 ms
10 | 1031 ms 1079 ms 48 ms
Average 47.2 mg

Table 7: Time taken for filling bytes into a packetording to multiplex entry, t3, for one millitimes

Start Time | End Time Time Spent
1 | 1078 1431 353 ms
2 1078 1431 353 ms
3 | 1079 1432 353 ms
4 | 1078 1431 353 ms
5 | 1078 1431 353 ms
6 | 1078 1431 353 ms
7 | 1078 1431 353 ms
8 1078 1431 353 ms
9 1078 1431 353 ms
10 | 1079 1432 353 ms
Average 353ms
4.6 Chapter Summary

Multiplex Table is the key element for H.223 for gutating the rules for
multiplexing/demultiplexing packets. This chapteurf described an efficient H.223 data
dispatching for packet multiplexing/demultiplexingrocedure to speed up the message
multiplexing and demultiplexing. In this algoritham innovative conversion of nested multiplex
entry into direct multiplex string is suggestediiBthe heuristic analysis and the experimental

data are given to show a good performance enhamtdipeising direct multiplex string.
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Chapter 5. 3G-IP COMMUNICAION PROTOCOL
INTEGRATION

5.1 Introduction

3G-324M is defined to operate on traditional GSTBtwork. This protocol is also
embedded in all 3G handsets and terminals to peongdl-time communication. However, as
we all know, TCP/IP network is a relative high speacket switched network, it is impossible
to use 3G-324M as the communication protocol &sused for low-bit rate communication in
circuit switched. The born drawbacks make 3G-324Mt rsuitable for multimedia
communication in TCP/IP network so that the seekihgnother suitable protocol to co-work
with 3G-324M over TCP/IP network is a must for 8@-IP gateway. Fortunately, SIP (Session
Initiation Protocol) [20] together with RTP (Teake Transport Protocol) can also provide
similar functionalities as 3G-324M does, therefdrey are chosen as the main modules for
interfacing with TCP/IP network for multimedia coramcation. To demonstrate the idea of
these protocols integration, a novel VIM (Videotamg Messaging) system based 3G-324M and
SIP has been developed. This demo system has gaiphty of positive feedbacks in ITU
TELECOM WORLD 2006 and ICT Expo 2007 in Hong Komgpecially from some telecom
service providers. From now on, PC users can 04&1aClient to make video calls to any 3G

phone user with good video and audio quality.

5.2 VIM System Architecture

Nowadays, most of VoIP softwares are providing @diom PC to landline/mobile phone
by introducing a PSTN gateway in the core netwdikfortunately, none of them provides
video call from PC to landline/mobile. In contraotthis traditional VoIP services PC user can
easily make video calls to 3G phones by deployil3gsaP gateway in the core network. With

reference to Figure 25, which depicts the netwogology of VIM system, people can easily
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tell the differences between the pure voice calnfiPC to landline/mobile and the audiovisual

call from PC to 3G phone. The only difference besgateways used in the network.

8, UYy
VIM User @ DB( Terver Call Ferver Bill T.Crvel
!

897 e
81" @
VIM Uset P

ey
&8 & &

VIM User VIM User VIM User VIM User PSTN/IP Gateway PSTN User

Figure 25: Architecture of VIM

The discussion of this architecture can be dividéal five categories and they are discussed
as follow:

1. User: VIM users can log in to the server on a [Bptop or PDA using their own account
and password. One thing need to be noted is thedvggs in this architecture should also
be treated as users since gateways also need ia togthe server with some special
identities.

2. Network Connectivity: The infrastructures suchlsAN, WLAN, MAN, WMAN that
provide the internet connectivity.

3. Communication protocol: The protocol that thergsise to communicate to one another.
For example, VIM clients talk to one another uskgduced-SIP (self-defined sub SIP
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protocol). Also, VIM client communicates with 3Gtgaay using Reduced-SIP while the
gateway talks to 3G phone users using 3G-324M pob&iack.

4. Gateway: Gateways enable cross network commntionicaFor example, the 3G-IP
gateway, the main theme of this thesis, is resptegor bridging multimedia traffic
from IP network to 3G network and vice versa. Tanre specific, the 3G-IP gateway
not only performs bridging but also audio and videta transcoding e.g. from H.264 to
MPEG4 as H.264 is not yet supported by 3G handsets

5. Server Cluster: In VIM architecture, only threervers are required. Database Server is
used to store users’ information. Call Server astshe proxy between VIM clients and
gateways. Bill Server provides billing service. B&d Bill servers interact with call server
directly where only call server is exposed to users

5.3 Session Initiation Protocol (SIP)

The Session Initiation Protocol (SIP), an IETF d&ad, is a human readable text-based and
request-response structured application-layer Bignarotocol for creating, modifying, and
terminating sessions with one or more participaiiihese sessions here ranges from Internet
telephone calls, multimedia distribution, to muktidia conferences. In November 2000, 3GPP
has adopted SIP as signaling protocol and permatemient of the IMS [21] architecture. Till
now, SIP is widely used as signaling protocol faicé over IP (VolP), along with H.323 and
others. In typical use, SIP sessions are simplykgiastreams of the Real-time Transport
Protocol (RTP) packed traffics.

SIP clients traditionally use TCP for carrying cohtdata and UDP for transporting media
data to SIP servers and other SIP endpoints. AdindbIP is also originally believed to be
simpler than H.323 and that is also the reason 8IRyis invented. It has become as complex as
H.323 in its current state due to the developmadtaanendment of SIP. SIP and H.323 are not
limited to voice communication over IP network gnitycan also be used in any application

where session initiation is required.
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There are six types of request message definetPina8d they are distinguished by what is

called a method:

1. REGISTER: Is used by a client to register an addneth a SIP server.

2. INVITE: Indicates that the user or services is feinvited to participate in a
session. The body of this message would includesargbtion of the session to

which the callee is being invited.

3. ACK: Confirms that the client has received a firedponse to an INVITE request,
and it only used with INVITE requests.

4. CANCEL: Is used to cancel a pending request.

5. BYE: Is sent by a User Agent Client to indicatethe server that it wishes to

terminate the call.
6. OPTIONS: Is used to query a server about its cépedbi

On the other hand, the response messages (toghestemessages) contain Status Codes and
Reason Phrases that indicate the current condifighis request. The status code values are

divided into six categories:

1. 1xx: Provisional: The request has been receivecamekssing is continuing

2. 2xx: Success: AN ACK, to indicate that the actioaswsuccessfully received,

understood, and accepted.
3. 3xx: Redirection: Further action is required togass this request

4. 4xx: Client Error: The request contains bad syraas cannot be fulfilled at this

server
5. 5xx: Server Error: The server failed to fulfill apparently valid request
6. 6xx: Global Failure: The request cannot be fulfile any server.
Figure 26 gives a good example of how request/respmessage combination works. Userl

(sip:userl@here.com) initiate an invite (INVITE(l))message to invite User2
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(sip:user2@there.com) for a conversation. Afterxj@® redirecting this message to User2, it
replies with “200 OK” response message. Once #B8panse message is routed to Userl, then

other procedures such as terminal capabilitiesrgi®n can proceed.

M0 007

o
w
E
=
=

ACK (2)

INVITE (2)
SIP Stateless Proxy SIP Stateful Proxy 2

INVITE (2)

SIP Redirect Server

INVITE (1)

MEDIA (RTP) PATH

Figure 26: Basic SIP signaling flow
5.4 Reduced Session Initiation Protocol
In the previous step, a powerful session initiatotocol has been briefly introduced.
Although this protocol can be used in any applarativhere session initiation is required, it is

still too powerful to use in 3G-IP gateway. Therefoa reduced session initiation protocol

(reduced-SIP) has been designed and implementei doe following considerations:
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® Enables fast development in the primary stage hnsl teduces the cost including the

man power involved

® Reduced-SIP can be extended to a full SIP easdgse of interconnecting to other SIP

clients are required.

® VIM system does not require all functionalities yaded in SIP.

In the VIM system, reduced-SIP is adopted as tmenaonication protocol between 3G-IP

gateway and VIM Client. In the reduced-SIP, onlyrfout of six request messages are used and

their corresponding functionalities are listed iable 8. Moreover, the following pictures

(Figure 27) illustrate the signaling flow for bathll setup and call termination.

Table 8: Request messages used in reduced-sip

Request Code Description Response Code Description
Register Registration 1xx (100 ~ 199) Provisional
Invite Call 2xx (200 ~ 299) Success
ACK Confirm 4xx (400 ~ 499) Client Error
BYE Hang up 5xx (500 ~ 599) Server Error

6xx (600 ~ 699)

3G-IP Gateway Errd
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Figure 28: Call termination signaling flow initiatdy VIM Client
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Figure 29: Call termination signaling flow initiady 3G-IP Gateway
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For the typical operation of VIM system, Both VIMi€ht and 3G-IP Gateway firstly issue a
Register request to the Call Server for registratifter that, if the client wants to make a 3G
video call from PC to 3G phone, it issues Invitguest to the Call Server. Call Server queries
DB Server to authenticate the client, it then refeyrequest to 3G-IP Gateway to make a video
call to specified 3G phone using H.245 signalind eontrol of 3G-324M protocol stack. Once
the call session between the Gateway and 3G pkastablished, the Gateway return a 200 OK
response code to the client via call server. Rmétie client replies the gateway with ACK. In
the mean time, after call server received this ACkKstructs DB server to starting logging call
duration for billing. Call session starts immediaiéabove process is completed without errors,

e.g. client error, server error and gateway error.

During the conversation, either client or gateway ¢erminate a call by issuing BYE
request message. If the call is terminated by likatcthe gateway will response with 201 OK.
In the reverse way, if the BYE request comes frateway, the client will reply with 202 OK.
Meanwhile, once call server detects 201/202 Okstaps logging call duration and pass this
information to bill server for billing. To have &tber understanding of how the system operates,
Table 9 describes the request and response messsegsn call setup and termination for

Figure 28 to Figure 29.

In VIM system, the same as SIP, client and sereemrcunicate using TCP port 5060 for
signaling, and UDP for multimedia traffic. RTP aR@CP are also deployed for multimedia
data traffic control. However, as introduced ab®&@;324M protocol stack is used in between
the gateway and 3G phone. There must be some tdingcneed to be done in order to make

multimedia data flowing through gateway to 3G phone
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Table 9: Request and response messages used $etcgdland termination

Step Description

(1) Client/Gateway register to the server

(2) Server error, e.g. maximum connection is redche
(3) Register success

(4) Client issue Invite to 3G phone

(5) Call Server queries DB server to authenticats u
(6) Client error (e.qg illegal user)

(14)

(7 Gateway is idle

(8) Gateway error

(9) Gateway replies with 2000K

(20) Client confirms

(12) Server start logging call start time

(12) Start conversation

(23) Terminate a call

17)

(16) Server start logging call end time

(18)

5.5 3G-IP Transcoding

3G video streams are natively transported usinguitiswitched (CS) network, in such
network, a dedicated channel will be setup durialysetup period; the following data flowing
in the medium is in bit streams and in sequentidé thus QoS is guaranteed. In contrast, most
of traffics transmitted through packet switchingS{fhetwork are in packet-wise format and
out-of-order-arrival. Therefore, errors will ocanhile putting CS data into PS data directly and
vice versa. In order to accommodate data transomsgiross these two fundamentally different
network, development of a transcoding system isuatmAs we have discussed early in this
chapter, 3G-324M is the protocol stack used in En€twork while IP network uses SIP as the
signaling protocol. In fact, these two protocolvdn@dome common characteristics that make
interchange of data possible by introducing soraestoding techniques. Figure 30 illustrates
the protocol mapping of 3G-324M and SIP with RTRIFT We can amazingly find that both
SIP and H.245 are responsible for control, siggadia well as terminal capabilities description.

Other than signaling, audio/video codecs interfaitle audio/codec directly. If both parties, say,
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PC and 3G phone, support the common codecs sushBsand MEPGA4, then no transcoding

of multimedia data is required, otherwise, theeysheeds multimedia transcoding.
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Figure 30: Protocol mapping of 3G-324M and SIP RIFP/RTCP

5.5.1 Overview of Transcoding System

The architecture of the transcoding system is shimwiigure 31. The system consists of
four subsystems which are Air Interface, Controh#lang, Data Handling, and Transcoding

respectively and the functionality of each subsystell be discussed one by one.

e Air Interface Subsystem — As its name indicated, in this subsystem, twgsptal
devices, 3G modem and IEEE 802.11b/g module fodisgfreceiving data over AIR.
However, more physical devices can be added tageextended services in the similar
manner, in this thesis, only 3G and WiFi are maincern (WiMax is the one in the
future).
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Control Handling Subystem — This subsystem is responsible for control messag
exchanging between both natively supported (intgteeminals and external terminals.
For example, H.245 in 3G324M is able to communicgite any 3G capable cellular
phones, but it can also able to, in case of dealiitiy calls from IP network, extract
control data from “H.245 packets” then pass exétéctata to transcoding subsystem for
further processing (will be discussed in transcgdinbsystem). The same concept can
exactly applied to IP side.

Data Handling Subsystem- this subsystem is responsible for data exchgriggtween
both internal terminals and external terminals. eoev, IP side of this subsystem will
do more things than 3G side compared with contamidhing subsystem. To guarantee
the QoS to users, reordering buffer is added taoderoin coming packets (in IP
networks) and then deliver it to 3G network. In ifidd, jitter buffer is also added to

inject jitter to provide lip synchronization.

Transcoding Subsystem— This subsystem is a key of anyTRAN which provide
audio/video transcoding as well as packet reasgesdnlices to control/data handling
subsystems. Different mobile terminals may hasamaraudiovisual capabilities, say, a
3G handset may only support AMR codec audio and3cdec for video which are
basic requirement for a 3G handset to work propedy the other hand, a mobile
computer may be powerful enough to handle H.264adner better audio codec. Thus,
for these two mentioned mobile devices to commueigaroperly, an audiovisual
transcoding is necessary. Moreover, this subsysteralso responsible for packet
reassembly, i.e., it reassemble packets from 3@arnktto IP network by appending SIP

header, or appending NSRP header for packets fPanetwork to 3G network.
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Figure 31: Overview of transcoding subsystem
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5.5.2 Data Extraction from H.245/H.223

Generally, for the sending entity, the data comstértm different upper-layer applications will
firstly be handled by the Adaptation Layer (AL)wWever, the H.245 control messages have to
go through two additional layers, Control Channelgi@entation and Reassembly Layer
(CCSRL) and Simple Retransmission (SRP), and theitipiexed into the same physical
channel by the MUX layer. For the data transmissiagr circuit-switching channels, beginning
and ending of data packets are generally markeld satne special beginning/closing flags.
Thus, the emulation of closing flags in the datekpés can cause transmission failures as it may
lead to extraction of wrong packets. CCSRL lay@nsents the H.245 control messages into
small parts to avoid the emulation of flags so @smprove the reliability of transmission.
Besides, it is easier to keep the integrity of $ipatkets through the transmission. In SRP layer,
an 8-bit sequence number is added into the pagkeahe sender, each time a packet with a
sequence number is sent out, a timer is startedhé\treceiver, each time a packet with the
correct sequence number is received, an acknowieglgewithout sequence number is sent
back to the sender. The timer is killed when amauskedgement is received. If the timer times
out, the sender has to retransmit the packet. &hdes can not send out another packet until it
receives the acknowledgement from the remote receilhe SRP layer can also be improved
into NSRP (Numbered SRP) layer with sequence nuratided into the acknowledgements.
With retransmissions of the lost or modified framée layer provides high reliabilities for the

transmission of control messages.

For the receiving entity, the data received frone thhysical channel will firstly be

demultiplexed into different logical channels, @hdn handled by the AL layer. After hat, the
data will be forwarded to the corresponding uppsget applications. Therefore, data can be
extracted directly from the layer by removing theatler from each packet/segment in the

incoming channel and then transform it into SIPkpéx

Capturing H.245/H.223 data can be done straightdatly from the highest layer by
referencing to Figure 32 below. H.245 data candmuwed in between of H.245 and CCSRL
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layer while H.223 data can be captured in betweedian(audio/video) source layer and AL

layer.

H.245

CCSRL

eleQ opny
€1e(] 09PIA

SRP

MUX

A

Air Interface

Figure 32: Layered view of 3G-324M

5.5.3 An Example of Message Conversion

Up to now, we should know that SIP and it is alspuse TEXT-based protocol like HTTP
running on application layer. Thus, there is ne melgulating how to transform a H245 message
to a SIP message. In order to have a clear vietheofmplement of this transformation, let us

take a look at the following example.

Figure 33 shows a typical example of Terminal CdpptMessage of a 3G mobile phone in
text view. In this message, both audio and vidgaabdities can be identified easily. For audio
capabilities, a GSM-AMR codec is used (capabiligyitifier standard : {008 2451 1 1 }) with
maximum bit rate of 122bps (maxBitRate 122). Intcast, the video capabilities are a bit
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complex, in which a H.263 codec is used with a amQCIF MPI 2 and maximum bit rate of
460bps and all of additional features are not stpgdosuch as PB frame in H.263 stands (eg.
pbFrames FALSE). Meanwhile, Figure 34 shows a &f#tP-INVITE message that telling SIP
server who is the called party (sip:Bob.Johnson@amy.com) and which type of media is/are
used (m=audio 20002 RTP/AVP 0; m=video 51372 RTH?/A1 33.

Once call request message is received by the tdimgr system, it will send an INVITE
message to the called client immediately using loipes specified. If the called party return an
acknowledgment to accept specified codec, then ediantranscoding is required for this
session, however, if the called party return itshgweferred codec then media transcoding is
required in transcoding system. For exampleAldsi andVIsi denote theth audio and video
codec supported by sender (calling party) Autti andVIri be theith audio and video codec
supported by receiver (called party) respectivéiyset {AUs1, AUs2,... AU3nN {AUrl,
AUr2,..AUrr} is not an empty set, then resulted set will be sklected audio codec(s) for both
terminals, and if YIs1, VIs2,... Visnn {VIrl, VIr2,..VIrn} is not an empty set, the resulted set
will be selected video codec(s) for both terminéishowever, resulted set for audio or video
codec(s) is an empty set, the transcoding systemdle responsible for transcoding between

preferred codec(s) of both terminals.
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request : terminalCapabilitySet : {
sequenceNumber 1,
protocolldentifier { 00 8 2450 10 },
multiplexCapability h223Capability : {

h
capabilityTable {

{
capabilityTableEntryNumber 1,
capability receiveAudioCapability : genericAudioCapability : {
capabilityldentifier standard : { 008245111 },
maxBitRate 122,
collapsing {
{
parameterldentifier standard : 0,
parameterValue unsignedMin : 6

}

}
5,

{
capabilityTableEntryNumber 5,

capability receiveVideoCapability : h263VideoCapability : {
qcifMPI 2,
maxBitRate 460,
untestrictedVector FALSE,
arithmeticCoding FALSE,
advancedPrediction FALSE,
pbFrames FALSE,
temporalSpatial TradeOffCapability FALSE,
errorCompensation FALSE

Figure 33: H.245 ASN.1 formatted TerminalCapabititghange message




INVITE sip:Bob.Johnson@company.com SIP/2.0

Via: SIP/2.0/UDP workstation1000.university.com:5060

From: Laura Brown <sip:Laura.Brown@university.com>

To: Bob Johnson <sip:Bob.Johnson@company.com>

Call-1D: 12345678@workstation1000.university.com

CSeq: 1 INVITE

Contact: Laura Brown <sip:Laura@workstation1000.university.com>
Content-Type: application/sdp

Content-Length: 154

v=0

o=Laura 2891234526 2891234526 IN IP4 workstation1000.university.com
s=Let us talk for a while

c=IN IP4 138.85.27.10

t=00

m=audio 20002 RTP/AVP 0

m=video 51372 RTP/AVP 31 32

Figure 34: A Typical SIP invite message
5.5.4 Revised Call Signaling

To illustrate the signaling flow after introducitrgnscoding and signaling mapping between
3G-324M and SIP. Figure 35 is modified version afufe 27 so that signals between the
gateway and 3G phone are also available. Assumarmo arises during this operation, both
VIM client and the gateway register to the servedt the server replies registration is finished
successfully. After that, once the client initiateall by issuing a Invite message, the Call Server
relays this message to the gateway and then teevggtextract the target phone number to dial
target 3G phone using AT command through 3G modame the target user answered the call,
AT command “CONNECT” will be returned to the gatgwa indicate the called party has
picked up the phone. The gateway and the 3G phwreitnmediately enter H.245 call setup
phase by exchanging both terminal’s capabilitieduting supported media codecs and open
audio and video logical channels for audiovisuahownication. As long as the gateway learns

that H.245 call setup phase is completed, it seegjgonse message 200 OK to the client via call
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server. Finally, right after ACK is return from @lfit followed by a 200 OK response, video
conversation can proceed. During this video coratens session, transcoding of audio/video
data at the 3G-IP Gateway may be required if thiel @lient and 3G Phone do not have a

common set of support codecs.

VIM Client Call Server 3G-IP Gateway 3G Phone

(1) Register

| |
| |
| |
| |
] :
(2) 100 (2) 100 | :
é _______ _—_— | |
| (3) Invite : ! :
| | | |
| | | |
: (4) Authen ticate User : :
: : Invite : :
| | | |
| | | (5) Dial |
| - @101 i
| 101 | | (7) Answered |
e — + | }
| | | M
| | |
: : :
| | | Call session
| | | setup using
: : ! H.245
: : :
| | |
| | |
: : ! (8) Connected |
| | | R |
| | (92000K |
| | — |
2000k [ | |
| R | | |
M0 ACK | |
i i i i
| (11) Start|logging | |
| | | |
| | ACK i Possible |
: | 1 media |
i (12) Starticonversation i transcoding i
N ] ] 1

Figure 35: VIM Client, 3G-IP Gateway and 3G Phoigmaling
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5.6 The Running System

Figure 36 shows the running system of the whole \é§dtem for evidence. Server and
Gateway are running on the same machine (left pppdéindows XP), while the VIM client is
running on the other machine (right laptop, Windo¥). Both laptops are connected to the
WiFi AP (Linksys) in the middle. In this picturepth images from VIM client to 3G handset
and from 3G handset to VIM Client can be seen bledihat means the VIM system can

provide a good quality of video call from PC to & phones.

Unfortunately, using a 3G modem for the gatewayriots the number of concurrent
connection to a single connection only. Howevee, gateway are designed to handle multiple

calls and which is also experimentally verifiechemdle up to 100,000 concurrent calls at a time

WiFi AP
- o E——

T s

Client

3G modem . - Server & Gateway

Figure 36: Running VIM demo system
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by generating pseudo calls into the gateway.

5.7 Chapter Summary

This chapter introduced a video instant messadirgtdased on a novel reduced-sip. This
reduced-sip enables a fast sip compatible applicatevelopment. Also, by integrating this sip
to a PC to 3G video call gateway, the integratibB®@-324M and SIP communication become
possible. As the result, a novel Video Instant Mgsy (VIM) system has been developed. This
system innovatively uses SIP and 3G-324M to enfibla PC/Pocket PC to 3G-324M video
call. The architecture of VIM was given and disags# this chapter. In addition, due to the
nature of H.245 call control and SIP signaling, tfescoding of control message has been
suggested so as to make the message understataabtk 3G and TCP/IP network.
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Chapter 6. NEXT GENERATION MULTIMEDIA
COMMUNICATION

6.1. Introduction

These days, iPods, palmtops, tablet PCs and highnebile phones have become like
inexhaustibly essential part in day to day lifeislbecause, these equipments provide not only
the features like phone calling, music playing, tohand vide capturing, but also they do have
incredible features like seamless accessibility@mhectivity that enables the modern life to be
pervasively connected to any equipment around hinoaany point in this world. In more
technical terms, these advanced communication egvitvave the provision of auto detection,
accessibility and connectivity through various rmtwtypes such as, infrared, Bluetooth,
mobile phone, traditional phone(call divert, hanelsf wireless pbx etc), WiFi (internet, SIP
phone and messengers). So, the demand of fancynradia applications such as video
conferencing, VOD (Video on Demand), IP TV, Molitading/bating, on-line games etc have
become a general trend in today's networked lifgestEventually these bulky multimedia
contents have caused dramatically increasing ¢rédad over both mobile phone and internet
networks. Moreover, there is extremely high demamd the complete convergence and
unification of the traditional telephone, mobilegple and the internet networks so as to provide
seamless service of any type to subscribers atpdenge, any time. Some networks and
technologies are already inter-interlinked and saneestill untagged. This is because, the core
part of interlinking all technologies is the gatgwthat plays the key role to make all these
technologies able to communicate among themsdlvéisis contrast, we of course realize that a
highly efficient, reliable, easily maintainable andgradeable multimedia gateway should be
designed and developed that can universally supiperintegration of all existing technologies

and also future technologies too.

During this research, one genuine necessity inhilgis tech communication world do strikes

our mind. “Is not it possible to develop the tedogy to have any type of communication to
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any network, at any time and at any place frormglsiwindow interface either on the mobile
screen or on the PC’s ?” This question is pictlyridépicted in Figure 37. How nice will it be
if from this type of single interface window in boPC and mobile handsets/devices, all the
communication and conversation facilities can kalagt! In order to support this single window
universal communication system, the cross techyokoyl inter network call handling must

require a giant, robust and efficient gateway!

Further Technology
(e g 4G 5G .

IPTV

5 d Py

WiMax

Proprietary
SIP Clients
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o |
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Figure 37: Seamless accessibility through univegatéway
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Figure 38: Universal communication service from simgle window

Basically, communication networks can be classifiredo two categories, such as circuit
switching network (CSN) and packet switching netw@PSN). The telecommunication
networks mainly use the circuit-switching techniglues to its service reliability and provision
of fixed bandwidth. On the other hand, the inteussts the packet-switching method in order to
deal with the burst traffic pattern and working paerange of situationally available bandwidth
in the network. At the present time we observe thatmobile networks are in more and more
craze of using packet switching technique in otdemeet their heavy demand of internet and
multimedia applications. Now a days, both theselkiof networks are facing the challenge of
explosively increase of multimedia data traffic. ®entioned above, cell phones are now being
used to transmit and receive not only voice bub &igh quality real-time video; desktop PCs

are more over used as multimedia terminals fornenBtreaming services or video chatting
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rather than as a data processing tool. Also therehuge demand for inter network
communication. So technology trend moves fast tdsvdhe complete convergence of both
these basic network types. And packet-switchingrtelbgies are made more and more usable
in the original-circuit-switching telecommunicatioretworks by proper transcoding and call
forwarding methods by the employing suitable gatewéere have already been some practical
developments of gateways [22,23,24] that succdgdiuidge the gaps among the traditional
landline phone, 3G mobile and internet networksriter to fulfill many advanced application

aspects.

The ITU-T provides the standards H.245, H.223, W\N82and 3GPP’s 3G-324M standard
are the main frames of an up-to-date multimediaway. Some open source projects such as
Asterisk [25] and OpenH323 [26] etc are keen inlamenting the 3G-324M, especially
Asterisk is trying to integrate 3G-324M protocalck into their soft PBX so as to provide video

capability services over PSTN network.

However, there are also some commercially availa@eyateways in the market. Radvision
has developed a 3G gateway called Scopia [27].SHopia 3G Video Gateways supports video
telephony as well as video streaming between 3@A324sed mobile handsets/devices and IP
based video media servers. In the meantime, Tagdied Dilithium have also developed

similar Gateways [28,29].

During this research, we too have already develam&dindigenous 3G-324M-and-SIP
based 3G-IP gateway in the City University of Hdfmng. Through this paper, we claim to
have a step forward by achieving some success welaf@ng a universal multimedia
conferencing environment and its supporting gatevigsically this paper is organized as
follows. Section Il discusses the background of wark. In section Ill, we present the design
and implementation issues of the high efficient IBGgateway and the conferencing

environment. The paper concluded in the Section IV.
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6.2. Background

6.2.1. Required characteristics of a huge call hahdg gateway: Robustness and
Efficiency

Due the advanced features and services, the peoetrate of third generation mobile
service (3G) has increased explosively worldwideeoent years and as per the reports at 3GSM
Congress in Barcelona (Feb 2007), the total nurab&/CDMA and 3G-CDMA subscribers
have hit 104M and 325M respectively by Dec 2006Iso0An this report, it is clearly noted that
the WCDMA subscriber sector is particularly growwegy fast, i.e., 102% year to year.

As per our earlier discussions, if various mobiteme, landline and IP phone networks
merge together, then the total number of costumedsthe call traffic will increase blastingly.
In that case, the core gateway should be robustgtnto meet the challenge of handling
incredibly large number of calls at the same timeas to ensure a good QoS to  all the
subscribers. Otherwise the gateway faces not dryldss of QoS, but also a severe hazard of
performance bottleneck. So the main call handlimg) fignaling protocol, i.e., H.245 should be
implemented intelligently in order to help in tlsiguation. Also the protocol should be scalable

and modular one so as to be easily maintained pgichded.

6.2.2. Core Technologies

Earlier days, H.324 provided the ITU standard foice, video and data transmission over
the traditional analog networks. But to cope witl technical advancements, 3GPP has recently
recommended 3G-324M that is mainly responsiblegiferAV (audio and video) conversation.
Other standards for video/audio codecs such a§312.261, G.723.1, AMR (Adaptive Multi
Rate) [13] etc. are also used here in.

Another important technology involved is the Sessinitiation Protocol (SIP). SIP is a
request-response structured application-layer Bigngrotocol for creating, modifying, and

terminating sessions with one or more participaftgse sessions mean internet telephone calls,
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multimedia file sharing/streaming and multimediafesences etc. So SIP is used whenever any

of this session is initiated.

Although most of the commercial firms, developersl aesearch groups use the ITU
standards and recommended technologies, still tuwerdots of barriers among them for their

inter-connectivity and inter-accessibility. We pmes some examples in the following

subsection.
Gizmo Project
SIP Server
;\ ’
4+—p '
%) S .
Gizmo NS .

Project % \ Yahoo

o) «—

eyeBeam

S |

Skype Skype
SIP Server Server

Figure 39: Lacking in inter-network connectivity

6.2.3. N_eeo_l for r_letwork convergence, technologieshterlinking and a universal
communication environment

As it is already discussed earlier, the main chgkein interlinking the cross technology
networks is the IP-telephony (land line to 3G) gatg development and integrating various
technologies after implementing the recommendettistals. So far, some progress has already
been made. But still the seamless connectivity acassibility is not yet achieved either in

same technology and cross domain or in cross nktsgamario. In order to make clear, we may
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discuss some very prominently pointed out exampleboth the IP and mobile sectors as

follows.

Internet to 3G, 2G and landline calling and vicesaeis already plentily available in the
market. However, in this case though voice calingasy, still video calling opportunity is very
restricted. Though most of the IP telephony seramd gateways basically work on the SIP
technology, still inter server (network) communicatis not possible as is shown in the Figure
39. In the instant messaging world, the most paopitlahoo [30] and MSN [31] have already
interlinked for text messaging. However they ddrate the internet work voice, video and file
sharing services, although they have all thesaufeatin their own domain. Eyeball [32] and
PhoneGaim [33] etc are instant messaging clietsatte both SIP and XMPP compliant so are
capable of getting registered in all chat servieas are working on these technologies, also in
the mean time they are quite efficient enough tonect to the most popular proprietary chat
engines like Yahoo, MSN, Google Talk [34] etc arah grovide full voice, video and text
message conversation features that is availalileese messengers. However, these clients are
not capable of getting registered to more than seeer so as to give inter messenger

communication provision.

Now the mobile/PSTN case may be considered. Lagsllame getting called from the IP side
so easily these days, while the reverse is notschrpopular. Proprietary servers like Yahoo,
Skype [35] and SIP servers like Gizmo [36] etc hemagle the call in/out services fancy these
days. But still the 3G video calling is till a dreafor the common users although these
technologies are already lunched in the market.ough the number of 3G users and IP chat
engine users thought the world is extremely higbbite to IP (and vice versa) direct chatting

(text, voice, video) is still so rare.

The Tablel0 presents a comprehensive comparisaheofavailable services and their
interoperability. From this table, it is visualwaebus that excepting the IP-IP same domain and
mobile-mobile case, multimedia conversation andises are either restricted or not available

at all.
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Even when the networks will be converged and telcgnes will be interlinked, there will
be a need for a universal communication environniEigure 38) from which, the user can

communicate to any where either from his PC or frasnrmobile handset/device.

6.3 Some Success in Design and Implementation

As it is already discussed in previous sectionstife universal multimedia communication,
a universal gateway to handle incredibly huge nundjecalls and to support the multiple
transcoding is essentially required. Keeping thisaiin mind, during this research, we have
spent some effort to achieve some success to grovioustness and efficiency to a gateway.

We too consider other technical issues like corbpiyi, scalability and maintainability etc.

6.3.1 Robustness and Efficiency

Table 10: Possibility of Inter-network

Multipurpose Chat Engine for PC and Mobile devices
Chat Type Text Voice | Video | Conf MMS Share | Game
Connectivity [ stream
IP-IP (Same domain) v/ v v v v v v
IP-IP (Inter domain) | v/ v v
IP-Mob v 4 v v
Mob-IP v 4 v v v
IP-PSTN v
PSTN-IP v

During this research, we have studied that, in hrglffic condition, for handling large
number of call concurrently and to provide goodvwaseational quality (after all the QoS),
H.245 is the only vital protocol which should b&en care of properly. According to ITU-T
standards, H.245 is a control channel protocol ldapaf conveying information for multimedia
communication. In voice and video telephony as vesl in VolP, this sub-protocol (of
3G-324M) is basically responsible for call initdtion, setup and for continuing the

conversation. This sub-protocol manages informagaohange through a set of predefined
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messages. Some members of this message set afenitee call initialization and setup, while
some are responsible for continuing the convemsatin any attempt to improve the call
handling procedure and a good QoS in conversdtiertl.245 performance should be improved
by implementing it's message exchange processegftlg. As this sub-protocol is responsible
for the call setup and conversation continuatiompugh its message exchanges, its efficiency
improvement will eventually lead to make the gatgwabust to handle large number of calls
simultaneously with shorter call setup time andtdsetonversation quality. We have an
innovative way of implementing the H.245 so thaé thateway’s call handling capacity
increases amazingly with increasing number of cpissing through the gateway. In our
method, we pre-compile the H.245 message setssi afathe first few calls and reuse them in
subsequent calls. That is how we save our callpsttoe and can make our gateway work
smoothly even up to 10 Million calls at same timé. is quite a high no of calls that a gateway
may possibly face to handle concurrently in busyreoTheperformance improvemeis the
ratio of call setup time before and after our splealgorithm is applied to the H.245 standard
while implementing it. The test calls in our expsent were machine generated. Also through
this experiment, we do claim that not only the catup time will be reduced, but also the
conversation quality will be better as the calltewmation message handling also is implemented
through the same algorithm. Thus, not only theabdlity, but also the QoS is claimed to be
improved, which can be tested only when the gatawayployed in real life call handling. So
this gives a strong boost towards daring to deaigmiversal gateway that we speculate in this

paper.

6.3.2 A unique multimedia conference environment

Though there are so many soft clients are availalilee market to chat multimedia PC-PC,
some clients are also available to make 3G videmeltalls from PC and vice versa. But to the
best of our knowledge, so far there is no singlekage chatting environment marketly
available, in which, PC-PC bidirectional multimedlaatting, PC-2G bidirectional phone calling
and PC-3G bidirectional video calling is possilideiring this research, we have successfully

integrated all these techniques to a single windmuility. It is a step forward in the way of
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attaining the universal communication environméRtdient) that is described in the Figure 38.

The soft client (IP) provides means to realizefdaures and functionality of our gateway.

6.3.3 Other technical factors

In principle, the other major technical issues @signing such a giant gateway must be its
scalability, adaptability, compatibility, interomdaility and maintain ace-upgrading etc. The
gateway protocol structure should be modular aradabte for the ease of maintenance and
modifications in its large scale deployment. Algothie gateway, the consideration of various
hardware and software technologies should be takem of so that it can be compatible with
large number of infrastructure used world wide algb too many brands of mobile devices,
PCs and handsets. Compatibility just gives thecbasjuirement of the call setup. But for a
good quality conversation, the transcending teckei@nd the codecs must be efficient enough.
Security is also another factor both technical erahagement side of the gateway and it should
also be looked after. In our gateway developmeotgss, we have given enough attention to
these factors.

6.4 Chapter Summary

In this paper, we have presented a brief survetherscenario of the current IP-telephony
techniques. Induced by our survey summery, wetinély suggest for a universal conferencing
environment and its supporting gateway. We too lpgeesented our success (some) in designing
such a gateway and the soft client (for IP sideiammbt released to public) that is still unique in
the so crowded soft telephony world. We claim itaamajor step forward for achieving the
unification of various communication networks arethnologies. Still the features like
multimedia streaming and sharing are yet to be é&ddeour soft client for IP while our
communicator client for mobile devices is still endievelopment.

However, in our understanding, to achieve the ceteptonvergence of networks face the
hurdle of getting together the service providess tbinvolves lots of management and business

policy matter and that is beyond the scope thiskwaiso it involves matters like servers,
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database, security, authentication and interndtiom#ting management issues. But we feel
these matters will no more be problems when thienieal development side of the universal

communication environment will be ready!
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Chapter 7. SUMMARY AND FUTURE WORK

7.1 Thesis Summary

This thesis presented our innovative work in devielp a highly efficient PC-to-3G call
gateway in which 3G-324M and SIP are two majorgmols used. The thesis firstly introduces
the evolution of 3G-324M and then proceeds to tetantroduction to H.245 and H.223.

Since H.245 and H.223 are two core components e3234/ so that the major optimization
work in this thesis are focusing in enhancing psscey speed of these two components. The
first proposed algorithm is an efficient H.245 naegs processing for multiple call handling in
3G Gateway. This algorithm innovatively uses prepile method to pre-compile and reuse a
set of frequently used messages so as to reductmmancompilation time. This algorithm is
experimentally verified to be suitable for high ffia environment. The second proposed
algorithm is an efficient H.223 data dispatching feacket multiplexing/demultiplexing
procedure to speed up the message multiplexingdamaultiplexing. As in H.223, packet
multiplexing/demultiplexing based on nested muibipldescriptor processing is very time
consuming, in order to tackle with this problemnwersion of nested multiplex entry into direct
multiplex string is suggested so as to avoid nestagiching of corresponding. The experimental

data shows a good performance enhancement by disaog multiplex string.

3G-324M only works in circuit switched network boternet is the packet switched network.
In order to make the gateway operating over inteagsewell, SIP is chosen to be another
protocol to be embedded in the gateway. SIP istemerging protocol for session initiation
and has been adopted in many communication agphsaespecially VolIP. In addition to its
similarity signaling ability to H.245 in 3G-324Mgsisimple operation enables fast development.
With both 3G-324M and SIP in the gateway is notugtofor it to operate from internet to 3G
network, the transcoding of signal, media streaenséitl required internally. In this thesis, the

system architecture and transcoding subsystem igfgditeway were described also. Right
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following presentation of our gateway system, weehdiscussed our innovative research about
suggestions for next generation multimedia comnatiin model. The model is about the
features of clients to be used in the next germratommunication network and the abilities of

next generation communication gateway.

7.2 Future Work

7.2.1 Separation of H.245 SE state management

From Figure 40 we can see that each call sessiomesaat least one instance of
corresponding signaling entities. Some signalintties are only used during call setup phase
while some are persistent for the whole call sesdio a gateway, hundreds or thousands call
sessions exist at one moment. That creates atHeadteds or thousands instances of different
types of signaling entity as shown in Figure 40is™all eventually lead to another big resource
burden for the gateway.

SE user |« > SE -1 SE < SE user
SE user |« > SE -2 SE < SE user
SE user |« > SE -3 SE « SE user
SE user |« > SE «—nN—> SE < » SE user

Figure 40: n instance of SE co-existence

However, SE user communicates with SE using a fsdefined primitives, SE does not
carry other information when active but just itsreut state! By using this characteristic, if the

state can be separated out from SE to manageaitately, then probably that the same type of
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SE can share one instance of this SE processtesase system resource! The idea is shown in

Figure 41 and need to be verified experimentallprddver, Figure 42 illustrate the possible

implementation of enhanced SE so that it statebesseparated.

SE user

SE user

A

SE user

A

SE user

A

1
> SE <
2
> SE <
| Enhanced | 3 _ SE ’
SE
n
> SE <

v

Figure 41: Multiplex SE users share one Enhanced SE

Enhanced SE

Basic SE
methods

o e e > 4

o e e > 4

Figure 42: Possible implementation of Enhanced SE

SE user
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7.2.2 Maximizing throughput

In 3G-324M, if sending terminal has nothing to @it to receiving terminal, it transmits
stuffing bits. Stuffing bits is the starting/clogifflag of a packet. Sending stuffing bits means
transmitting blank packets, which consist of flagdy (no payload), to remote terminal. During
experiments while we are developing the PC-to-3&wicall gateway, we have found that the
stuffing bit output of a 3G-324M communication sessis incredibly high compared with
normal voice and video data output. Figure 43 és dtatistics generated by the Dilithium 3G
Network Analyzer. In this Figure, blue represeritgfig bits and it occupies quite a bit area
compared with other three types of useful data sudéo, audio and particularly control. We
are still investigating the reason causing thidbfem, however, we believe that this is a worth

doing work that probably will further increase baiidio and video quality.
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|xMabile Detail Report

Detailed Report
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Figure 43: Bandwidth usage captured by DilithiumIS&work Analyzer
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