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ABSTRACT

Recent years have witnessed the deployments of wireless sensor networks (WSNs)
in a wide range of applications, which include the data-intensive applications gathering
the information about physical environments, and mission-critical applications propa-
gating time-critical information throughout the network. A key requirement of these
data-gathering WSNss is to deliver the information about dynamic physical phenomena
to users at multiple temporal resolutions. The major objective of applications in the
other category is to bound the worst-case latency of propagating a message from any
node to all other nodes in the network. Motivated by these two kinds of WSN applica-
tions, we investigate the issues of energy-efficient data dissemination and time-efficient
broadcast scheduling in this thesis. The major work of the thesis can be summarized as
follows.

First, we propose a novel solution called the Minimum Incremental Dissemination
Tree (MIDT) for dynamic multi-resolution data dissemination in WSNs. MIDT in-
cludes an online tree construction algorithm with an analytical performance bound and
two lightweight tree adaptation heuristics for handling data requests with dynamic tem-
poral resolutions. Our simulations based on realistic settings of Mica2 motes show that
MIDT outperforms several typical data dissemination schemes. The two tree adaptation
heuristics can effectively maintain desirable energy efficiency of the dissemination tree
while reducing the overhead of tree reconfigurations under representative traffic patterns

in WSNss.



Second, we formulate the Minimum-Latency Information Propagation (MLIP)
problem under the general protocol interference model, whose objective is to bound
the worst-case latency of propagating a message from any node to all other nodes in the
network while minimizing the storage or communication overhead. We propose a novel
solution called the Virtual Backbone-based Scheduling (VBS), which includes efficient
TDMA-based centralized and distributed scheduling algorithms of constant approxima-
tion in terms of message propagation latency. Both theoretical analysis and extensive
simulation results show that our algorithms can achieve desirable latency and overhead
compared to existing broadcast scheduling algorithms.

Finally, we study the TDMA-based scheduling problem of two fundamental com-
munications in wireless ad hoc networks, which include the Local Broadcast Scheduling
(LBS) and Global Broadcast Scheduling (GBS), and establish their scheduling com-
plexities under the physical interference model. For each communication model, we
propose a constant approximation algorithm and a more efficient heuristic with per-
formance evaluation by extensive simulations. In particular, for the LBS problem, we
propose a lightweight randomized algorithm with the latency at most a logarithmic fac-
tor relative to the optimal solution, where nodes can wake up asynchronously, and its

practical performance is comparable with our best centralized algorithm.
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