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2. Abstract

In this report, a method of multiple scales is presented for the analysis of weakly non-linear oscillators in the form \[
\frac{d^2u}{dt^2} + \omega_0^2 u = \varepsilon F\left(u, \frac{du}{dt}\right),
\]
where \(F\left(u, \frac{du}{dt}\right)\) is arbitrary non-linear function of its arguments and \(0 < \varepsilon \ll 1\). Maple, a computer tool, is used for the analysis.

Then a perturbation-incremental method is presented for the analysis of strongly non-linear oscillators in the form \[\ddot{x} + g(x) = \lambda f(x, \dot{x})\dot{x},\]
where \(g(x)\) and \(f(x, \dot{x})\) are arbitrary non-linear functions of their arguments and \(\lambda > 0\). The perturbation-incremental method is an extension of the classical perturbation method to the case where \(\lambda\) is not necessarily small. The method incorporates salient features from both the perturbation method and the incremental method. Matlab is used for the perturbation-incremental method. Limit cycles of an oscillator can be calculated to any desired degree of accuracy. The stability of a limit cycle is also considered.
3. Introduction

The study of both weakly and strongly non-linear oscillators has been developed for quite a long period of time. Various perturbation methods and numerical integration methods such as the method of multiple scales [1, 2] and Runge-Kutta method have been applied in the analysis of the classical non-linear oscillators. The classical perturbation methods such as the method of multiple scales are restricted to solve weakly non-linear oscillators with the governing equation

\[ \ddot{u} + \omega_0^2 u = \varepsilon F(u, \dot{u}) \]  

where \( 0 < \varepsilon \ll 1 \), \( \omega_0 \) is a given constant and \( F(u, \dot{u}) \) is arbitrary non-linear function of its arguments. Traditionally, the perturbation methods can obtain approximate analytical solutions. However, the restriction of these methods is that the parameter \( \varepsilon \) must be very small (i.e. \( 0 < \varepsilon \ll 1 \) ). That is why the method of multiple scales or the classical perturbation methods is not useful whenever \( \varepsilon \geq 1 \). Actually, the method of multiple scales is not suitable to solve the strongly non-linear oscillators of the following form

\[ \ddot{x} + g(x) = \lambda f(x, \dot{x}) \]  

where \( \lambda > 0 \) is an arbitrary parameter and \( g(x) \), \( f(x, \dot{x}) \) are arbitrary non-linear functions of their arguments. We will apply the method of multiple scales to obtain analytical solutions and then compare with those obtained by the Runge-Kutta method.
The numerical integration methods such as the Runge-Kutta method are capable of solving such strongly non-linear oscillators. However, the existence, uniqueness and stability of the solution should be ensured in order to apply a numerical integration method. Also, the iterative scheme of a numerical integration requires suitable initial conditions to be given. More importantly, the numerical integration methods are not suitable for obtaining unstable solutions. Owing to these kinds of difficulties with both the classical perturbation method and the numerical integration methods, a new method (Perturbation-Incremental method) is developed in order to overcome those difficulties occurred in the old methods.

The Perturbation-Incremental method [4], as its name suggests, basically involves the following two steps: a first perturbation step and a second parameter incremental step. Here is a brief introduction. Firstly, we introduce a non-linear time transformation and rewrite the transformed differential equation as an integral equation. Then, a perturbation method is used to obtain the initial solution for the case $\lambda \approx 0$. Once we obtain the initial solution, we use an incremental method to obtain an approximate periodic orbit for arbitrary large value of a parameter $\lambda$ and finally determine the stable and/or unstable periodic solution. Therefore, the Perturbation-Incremental method is a combination of the perturbation and numerical iterative methods which can obtain the solutions of the strongly non-linear oscillator. The numerical results from the Perturbation-Incremental method
which are calculated using Matlab [5] will be compared with those obtained from the Runge-Kutta method. The stability of the limit cycle can be determined by the Floquet method [6, 7]. We calculate the characteristic (Floquet) exponent directly from the solution to analyze the stability of a limit cycle.
4. Methods

In this report, we introduce two methods. The first one is the Method of Multiple Scales, and the other one is the Perturbation-Incremental Method.

4.1. Method of Multiple Scales

In order to illustrate the method of multiple scales, we will consider its application to weakly nonlinear oscillators with the following differential equation

\[ \frac{d^2 u}{dt^2} + \omega_0^2 u = \epsilon F\left(u, \frac{du}{dt}\right), \]

(4.1.1)

where \( \epsilon \ll 1 \), \( \omega_0 \) is a given constant and \( F \) can be arbitrary non-linear function of its arguments. The main idea for this method is to introduce the time scales \( T_0, T_1, \ldots, T_M \) with

\[ T_m = \epsilon^m t, \]

(4.1.2)

where \( m = 0, \ldots, M \) and \( M \) is a positive integer.

Since we have introduced the \( M+1 \) time scales, we also assume \( u(t; \epsilon) = u(T_0, T_1, \ldots, T_M; \epsilon) \).

Thus we are now looking for a solution of the following form

\[ u(t; \epsilon) = \sum_{m=0}^{M} \epsilon^m u_m(T_0, T_1, \ldots, T_M) + O(\epsilon^{M+1}), \]

(4.1.3)

where \( O(\epsilon^{M+1}) \) is the error for the finite series of \( u(t; \epsilon) \). By using the time scales and the chain rule, the time derivative is substituted by the following form

\[ \frac{d}{dt} = \frac{\partial}{\partial T_0} + \epsilon \frac{\partial}{\partial T_1} + \epsilon^2 \frac{\partial}{\partial T_2} + \cdots + \epsilon^M \frac{\partial}{\partial T_M}. \]

(4.1.4)

Then (4.1.1) can be transform into \( M+1 \) equation according to the orders in \( \epsilon \). Equations (4.1.2) through (4.1.4) formulate the whole idea of the method of multiple scales. In
particular, we will only focus on three time scales \((M = 2)\) and we will use the van der Pol’s equation with \( F = (1-u^2) \left( \frac{du}{dt} \right) \) and \( \omega_0 = 1 \) as an illustration. Now, consider the van der Pol oscillator

\[
\frac{d^2u}{dt^2} + u = \varepsilon(1-u^2) \left( \frac{du}{dt} \right), \quad u(0) = a_0, \quad \frac{du}{dt}(0) = 0. \tag{4.1.5}
\]

With the time scales \( T_0 = t, T_1 = \varepsilon t \) and \( T_2 = \varepsilon^2 t \), the time derivatives can be written as

\[
\frac{d}{dt} = \frac{\partial}{\partial T_0} + \varepsilon \frac{\partial}{\partial T_1} + \varepsilon^2 \frac{\partial}{\partial T_2}, \tag{4.1.6}
\]

\[
\frac{d^2}{dt^2} = \frac{\partial^2}{\partial T_0^2} + 2\varepsilon \frac{\partial^2}{\partial T_0 \partial T_1} + 2\varepsilon^2 \frac{\partial^2}{\partial T_0 \partial T_2} + \varepsilon^3 \frac{\partial^2}{\partial T_1^2} + \varepsilon^4 \frac{\partial^2}{\partial T_2^2}. \tag{4.1.7}
\]

We are now looking for a solution of the following form

\[
u(t; \varepsilon) = \nu(T_0, T_1, T_2, \varepsilon) = \nu_0(T_0, T_1, T_2) + \varepsilon \nu_1(T_0, T_1, T_2) + \varepsilon^2 \nu_2(T_0, T_1, T_2) + O(\varepsilon^3). \tag{4.1.8}
\]

Substituting equations (4.1.6) through (4.1.8) into (4.1.5) and equating the coefficients of like power of \( \varepsilon \) (i.e. \( \varepsilon^0, \varepsilon^1 \) and \( \varepsilon^2 \)), we obtain 3 ordinary differential equations which can be solved one after the other:

\[
\frac{\partial^2 \nu_0}{\partial T_0^2} + \nu_0 = 0, \tag{4.1.9}
\]

\[
\frac{\partial^2 \nu_1}{\partial T_0^2} + \nu_1 = (1-u_0^2) \frac{\partial \nu_0}{\partial T_0} - 2 \frac{\partial^2 \nu_0}{\partial T_0 \partial T_1}, \tag{4.1.10}
\]

\[
\frac{\partial^2 \nu_2}{\partial T_0^2} + u_2 = (1-u_0^2) \frac{\partial \nu_1}{\partial T_0} + (1-u_0^2) \frac{\partial \nu_0}{\partial T_1} - 2 u_0 u_1 \frac{\partial \nu_0}{\partial T_0} - 2 \frac{\partial^2 \nu_1}{\partial T_0 \partial T_1} - \frac{\partial^2 \nu_0}{\partial T_0^2} - \frac{\partial^2 \nu_0}{\partial T_0 \partial T_2}. \tag{4.1.11}
\]

The solution of equation (4.1.9) can be always written as the following form:

\[
u_0 = A(T_1, T_2)e^{i\theta_0} + \overline{A}(T_1, T_2)e^{-i\theta_0}, \tag{4.1.12}
\]

where \( \overline{A} \) is a complex conjugate of \( A \).

Substituting (4.1.12) into (4.1.10), we obtain the following ordinary differential equation:
\[
\frac{\partial^2 u_i}{\partial T_0^2} + u_i = -i(-A + 2 \frac{\partial A}{\partial T_1} + A^2 A)e^{iT_0} - iA^3 e^{3iT_0} + i(-A + 2 \frac{\partial A}{\partial T_1} + A^2 A)e^{-iT_0} + iA^3 e^{-3iT_0}. \tag{4.1.13}
\]

Thus, to avoid secular terms, we require the vanishing of the coefficients of \( e^{iT_0} \) and \( e^{-iT_0} \):

\[
-A + 2 \frac{\partial A}{\partial T_1} + A^2 A = 0. \tag{4.1.14}
\]

Using (4.1.14), the solution of equation (4.1.13) can also be written as the following form:

\[
u_i = B(T_1, T_2)e^{iT_0} + \frac{1}{8} - iA^3 e^{3iT_0} + B(T_1, T_2)e^{-iT_0} - \frac{1}{8} iA^3 e^{-3iT_0}. \tag{4.1.15}
\]

To determine \( u_0 \), we can let \( A = \frac{1}{2} a(T_1, T_2)e^{\phi(T_1, T_2)} \) into (4.1.14) and then separate the real and the imaginary parts, we obtain the following 2 equations:

\[
\frac{\partial \phi}{\partial T_1} = 0, \quad \frac{\partial a}{\partial T_1} = \frac{1}{2} \left( 1 - \frac{1}{4} a^2 \right) a. \tag{4.1.16}
\]

Thus we get

\[
\phi = \phi(T_2), \quad a = \sqrt{\frac{4}{1 + c(T_2)e^{-T_1}}}. \tag{4.1.17}
\]

Similarly, we can get \( u_i \) by substituting (4.1.15) into the equation (4.1.11) and then vanish the coefficients of \( e^{iT_0} \) and \( e^{-iT_0} \) in order to avoid the secular terms. Here, for simplicity, we will only consider the first approximation to \( u \) by letting the \( B, \phi \) and \( c \) as constants. Then, from the initial conditions \( u(0) = a_0 \) and \( \frac{du}{dt}(0) = 0 \), we get

\[
u = \frac{2}{\sqrt{1 + \left( \frac{4}{a_0^2} - 1 \right)e^{-\epsilon t}}} \cos t + O(\epsilon). \tag{4.1.18}
\]

Thus, we see from solution (4.1.18) that the expansion tends to the limit cycle \( u = 2 \cos t + O(\epsilon) \) for all initial values as \( t \to \infty \). In particular, we also find that the solution (4.1.18) is periodic if and only if the initial value \( a_0 = 2 \). The second approximation to \( u \)
4.2. Perturbation-Incremental Method

For the Perturbation-Incremental Method, we will consider the strongly non-linear oscillators of the form listed below

\[ \ddot{x} + g(x) = \lambda f(x, \dot{x}) \dot{x}, \quad (4.2.1) \]

where \( \lambda > 0 \) is an arbitrary parameter and \( g(x), f(x, \dot{x}) \) are arbitrary non-linear functions of their arguments. First, we introduce a time transformation in the following form

\[ \frac{d \varphi}{dt} = \Phi(\varphi), \quad \Phi(\varphi + 2\pi) = \Phi(\varphi), \quad (4.2.2) \]

where \( \varphi \) is the new time and \( \Phi \) is a periodic function with \( 2\pi \) period. Here, we assume that the equation (4.2.1) possesses at least one limit cycle solution. And we also assume the origin of the \( x - \dot{x} \) phase plane is an interior point of the limit cycle. Then, in the \( \varphi \) domain the limit cycle can be written as the following

\[ x = a \cos \varphi + b, \quad a > 0, \quad (4.2.3) \]

where \( a \) is the amplitude, \( b \) the bias and \( \varphi \) is between 0 to \( 2\pi \).

Using (4.2.2) and (4.2.3), equation (4.2.1) can be written into the \( \varphi \) domain,

\[ \Phi \frac{d}{d\varphi} (\Phi x') + g(x) = \lambda f(x, \Phi x') \Phi x', \quad (4.2.4) \]

where primes denote differentiation with respect to \( \varphi \). Multiplying both sides of equation
(4.2.4) by \( x' = -a \sin \varphi \) and then follow by integration, we obtain the following

\[
\frac{1}{2} (\Phi \sin \varphi)^2 + \tilde{v}(a, b, \varphi) - \lambda \int_0^\Phi \tilde{f}(a, b, \Phi, \theta) d\theta = 0. \tag{4.2.5}
\]

For convenience, we have already introduced the following notation

\[
\tilde{v}(a, b, \varphi) = \frac{\nu(a \cos \varphi + b) - \nu(a + b)}{a^2}, \tag{4.2.6}
\]

and

\[
\tilde{f}(a, b, \Phi, \theta) = f(a \cos \theta + b, a \Phi(\theta) \sin \theta) \Phi(\theta) \sin^2 \theta, \tag{4.2.7}
\]

where

\[
\nu(x) = \int_0^x g(u) du. \tag{4.2.8}
\]

By taking \( \varphi = \pi \) and \( \varphi = 2\pi \) in equation (4.2.5), we also obtain the following

\[
\tilde{v}(a, b, \pi) - \lambda \int_0^\pi \tilde{f}(a, b, \Phi, \theta) d\theta = 0, \tag{4.2.9}
\]

\[
\int_0^{2\pi} \tilde{f}(a, b, \Phi, \theta) d\theta = 0. \tag{4.2.10}
\]

**First step: perturbation method** (\( \lambda \approx 0 \))

For \( \lambda \approx 0 \), assume the solution of equations (4.2.5), (4.2.9) and (4.2.10) can be represented in the form

\[
a = a_0 + O(\lambda), \quad b = b_0 + O(\lambda), \quad \Phi = \Phi_0 + O(\lambda). \tag{4.2.11}
\]

Then we obtain

\[
\Phi_0(\varphi) = \frac{\sqrt{-2\tilde{v}(a_0, b_0, \varphi)}}{|\sin \varphi|}, \tag{4.2.12}
\]
where the constants $a_0$ and $b_0$ can be found from the following equations

$$v(-a_0 + b_0) - v(a_0 + b_0) = 0, \quad (4.2.13)$$

$$\int_0^{2\pi} f(a_0, b_0, \Phi, \theta) d\theta = 0. \quad (4.2.14)$$

To solve equation (4.2.14), we usually use the numerical integration method such as the Simpson’s Rule. After we obtain the constants $a_0$, $b_0$ and the function $\Phi_0(\varphi)$, the zero-order perturbation solution for the limit cycle of equation (4.2.1) can be determined:

$$x = a_0 \cos \varphi + b_0, \quad \frac{dx}{dt} = -a_0 \Phi_0(\varphi) \sin \varphi. \quad (4.2.15)$$

Thus, the first step of the perturbation-incremental method provides an initial solution for the second step which is an iterative process.

Second step: parameter incremental method—a Newton-Raphson procedure ($\lambda = \lambda_0 + \Delta \lambda$)

Small increments are added to the current solution $a_o$, $b_0$ and $\Phi_0$ (where $a_o$, $b_0$, $\Phi_0$ are the perturbation solution from the first step when $\lambda_0 = 0$) of equations (4.2.5), (4.2.9) and (4.2.10) in order to obtain a neighboring solution corresponding to $\lambda = \lambda_0 + \Delta \lambda$ ($0 < \Delta \lambda \ll 1$) and

$$a = a_0 + \Delta a, \quad b = b_0 + \Delta b, \quad \Phi = \Phi_0 + \Delta \Phi. \quad (4.2.16)$$

Once we solve for $\Delta a$, $\Delta b$ and $\Delta \Phi$ from (4.2.16), we get the neighboring solution corresponding to $\lambda = \lambda_0 + \Delta \lambda$. To do this, we expand (4.2.5), (4.2.9) and (4.2.10) in Taylor’s series about the initial state. The linearized incremental equations are obtained by ignoring all the nonlinear terms in the small increments.
From (4.2.5)

\[
\left[ \left( \frac{\partial \nu(a,b,\varphi)}{\partial a} \right)_0 - \lambda \int_0^\varphi \left( \frac{\partial f}{\partial a} \right)_0 \, d\theta \right] \Delta a + \left[ \left( \frac{\partial \nu(a,b,\varphi)}{\partial b} \right)_0 - \lambda \int_0^\varphi \left( \frac{\partial f}{\partial b} \right)_0 \, d\theta \right] \Delta b
\]

\[+ \left( \Phi_0 \sin^2 \varphi \right) \Delta \Phi - \lambda \int_0^\varphi \left( \frac{\partial f}{\partial \Phi} \right)_0 \Delta \Phi \, d\theta \]

\[= -\frac{1}{2} \left( \Phi_0 \sin \varphi \right)^2 - \nu(a_0, b_0, \varphi) + \lambda \int_0^\varphi \tilde{f}(a_0, b_0, \Phi_0, \theta) \, d\theta . \tag{4.2.17}
\]

From (4.2.9)

\[
\left[ \left( \frac{\partial \nu(a,b,\pi)}{\partial a} \right)_0 - \lambda \int_0^\pi \left( \frac{\partial f}{\partial a} \right)_0 \, d\theta \right] \Delta a + \left[ \left( \frac{\partial \nu(a,b,\pi)}{\partial b} \right)_0 - \lambda \int_0^\pi \left( \frac{\partial f}{\partial b} \right)_0 \, d\theta \right] \Delta b - \lambda \int_0^\pi \left( \frac{\partial f}{\partial \Phi} \right)_0 \Delta \Phi \, d\theta
\]

\[= -\nu(a_0, b_0, \pi) + \lambda \int_0^\pi \tilde{f}(a_0, b_0, \Phi_0, \theta) \, d\theta . \tag{4.2.18}
\]

From (4.2.10)

\[
\Delta a \int_0^{2\pi} \left( \frac{\partial f}{\partial a} \right)_0 \, d\theta + \Delta b \int_0^{2\pi} \left( \frac{\partial f}{\partial b} \right)_0 \, d\theta + \int_0^{2\pi} \left( \frac{\partial f}{\partial \Phi} \right)_0 \Delta \Phi \, d\theta = -\int_0^{2\pi} \tilde{f}(a_0, b_0, \Phi_0, \theta) \, d\theta , \tag{4.2.19}
\]

where

\[
\left( \frac{\partial \nu(a,b,\varphi)}{\partial a} \right)_0 = \frac{\partial}{\partial a} \nu(a,b,\varphi)|_{a=a_0, b=b_0} , \quad \left( \frac{\partial f}{\partial a} \right)_0 = \frac{\partial}{\partial a} \tilde{f}(a,b,\Phi,\theta)|_{a=a_0, b=b_0, \Phi=\Phi_0} ,
\]

and the other terms are defined similarly.

Since \( \Phi \) is a periodic function with \( 2\pi \) period, and we know that any \( 2\pi \) periodic function can be represented by a Fourier expansion. Here, we have a basic assumption that \( M \) harmonics will provide a sufficiently accurate representation for our solution. Thus, we use the Fourier expansion to represent the periodic function \( \Phi \),
\[
\Phi_0 = \sum_{j=0}^{M} (p_j \cos j\varphi + q_j \sin j\varphi), \quad q_0 = 0. \quad (4.2.20)
\]

The unknown \( \Delta\Phi \) can also be expressed in that form

\[
\Delta\Phi = \sum_{j=0}^{M} (\Delta p_j \cos j\varphi + \Delta q_j \sin j\varphi), \quad \Delta q_0 = 0. \quad (4.2.21)
\]

We also expand the periodic functions in equations (4.2.17)-(4.2.19) into its Fourier series:

\[
\tilde{v}(a, b, \varphi) = \sum_{k \geq 0} \tau_k \cos k\varphi, \quad (4.2.22)
\]

\[
\left( \frac{\partial \tilde{v}}{\partial a} \right)_0 = \sum_{k \geq 0} \alpha_k \cos k\varphi, \quad (4.2.23)
\]

\[
\left( \frac{\partial \tilde{v}}{\partial b} \right)_0 = \sum_{k \geq 0} \beta_k \cos k\varphi. \quad (4.2.24)
\]

Here, the sine terms do not have any contribution because of (4.2.13). Also

\[
\tilde{f}(a_0, b_0, \Phi_0, \varphi) = \sum_{k \geq 0} (\gamma_{1,k} \cos k\varphi + \delta_{1,k} \sin k\varphi), \quad \delta_{1,0} = 0, \quad (4.2.25)
\]

\[
\left( \frac{\partial \tilde{f}}{\partial a} \right)_0 = \sum_{k \geq 0} (\gamma_{2,k} \cos k\varphi + \delta_{2,k} \sin k\varphi), \quad \delta_{2,0} = 0, \quad (4.2.26)
\]

\[
\left( \frac{\partial \tilde{f}}{\partial b} \right)_0 = \sum_{k \geq 0} (\gamma_{3,k} \cos k\varphi + \delta_{3,k} \sin k\varphi), \quad \delta_{3,0} = 0, \quad (4.2.27)
\]

\[
\left( \frac{\partial \tilde{f}}{\partial \Phi} \right)_0 = \sum_{k \geq 0} (\gamma_{4,k} \cos k\varphi + \delta_{4,k} \sin k\varphi), \quad \delta_{4,0} = 0, \quad (4.2.28)
\]

\[
\Phi_0 \sin \varphi = \sum_{k \geq 0} (\zeta_{1,k} \cos k\varphi + \eta_{1,k} \sin k\varphi), \quad \eta_{1,0} = 0, \quad (4.2.29)
\]

\[
\frac{1}{2} (\Phi_0 \sin \varphi)^2 = \tilde{v}(a_0, b_0, \varphi) = \sum_{k \geq 0} (\zeta_{2,k} \cos k\varphi + \eta_{2,k} \sin k\varphi), \quad \eta_{2,0} = 0. \quad (4.2.30)
\]

Thus, by substituting the above Fourier series expansions into equations (4.2.17)-(4.2.19) and applying the harmonic balance method, we obtain a system of \( 2M + 3 \) linear equations with \( 2M + 3 \) unknowns (i.e. \( \Delta a, \Delta b, \Delta p_0, \Delta p_j, \Delta q_j \), for \( j = 1, \ldots, M \)) in the following form
\[ A_n \Delta a + B_n \Delta b + A_{n,0} \Delta p_0 + \sum_{j=1}^{M} (A_{n,j} \Delta p_j + B_{n,j} \Delta q_j) = R_n, \] (4.2.31)

where \( n = 0, 1, 2, \ldots, 2M + 2 \), and the coefficients \( A_n, B_n, A_{n,j}, B_{n,j} \) and \( R_n \) are given in the Appendix. We note that \( A_i, B_i, A_{i,j}, B_{i,j} \) and \( R_i \) come from the coefficients of cosine terms \( \cos i\varphi \) while \( A_{M+i}, B_{M+i}, A_{M+i,j}, B_{M+i,j} \) and \( R_{M+i} \) come from the coefficients of sine terms \( \sin i\varphi \) in the Fourier expansion of (4.2.17) (for \( i = 1, \ldots, M \)). Further, \( A_0, B_0, A_{0,j}, B_{0,j} \) and \( R_0 \) come from the constant term of Fourier expansion of (4.2.17). Finally, \( A_{2M+1}, B_{2M+1}, A_{2M+1,j}, B_{2M+1,j}, R_{2M+1} \) are values from (4.2.18) and \( A_{2M+2}, B_{2M+2}, A_{2M+2,j}, B_{2M+2,j}, R_{2M+2} \) from (4.2.19). Also, it should be noted that \( R_n \) in equations (4.2.31) are residue terms to prevent the incremental process drifting away from the actual solution (or to avoid the error going exponential fast). Here is our iterative scheme: equations (4.2.31) are to be solved by an equation solver such as the Gaussian elimination procedure. The values \( a_0, b_0 \) and \( \Phi_0 \) are updated by adding together the original values and the corresponding incremental values. The iteration process continues until \( R_n \to 0 \) for all \( n \) (in practice, \( |R_n| \) is less than a desired degree of accuracy). Here, in our report, the iteration process continues until the norm of \( R_n \) is less than \( 10^{-8} \). The entire incremental process proceeds by adding the increment \( \Delta \lambda \) (the control increment) to the converged value of \( \lambda \), using the previous solution as the initial approximation until a new converged solution is obtained. Once we obtain \( a, b \) and \( \Phi \), we immediately determine the solution of the limit cycle as follows.
\[ x = a \cos \varphi + b, \quad \frac{dx}{dt} = -a\Phi(\varphi)\sin \varphi, \quad (4.2.32) \]

where \( \varphi \) varies from 0 to \( 2\pi \).
5. Stability of Periodic Solution

A limit cycle is unstable, if there is a small derivation from the original path of limit cycle, and then the solution will leave the path of the limit cycle and never come back. The stability of a limit cycle can be determined using the Floquet method by calculating the characteristic exponent $\rho$ directly from the solutions. We first rewrite equation (4.2.1) in the following form

$$\begin{align*}
\dot{x} &= y, \\
\dot{y} &= \lambda f(x, y)y - g(x).
\end{align*}$$

Let $P$ be the Jacobian matrix of (5.1) as

$$P(t) = \begin{pmatrix} 0 & 1 \\ \lambda y \frac{\partial f}{\partial x} - \frac{dg}{dx} & \lambda (f(x, y) + y \frac{\partial f}{\partial y}) \end{pmatrix},$$

where $P$ is a 2 x 2 matrix with period $T$ and $x = x(t)$.

Let $\xi(t)$ represent a perturbation or disturbance of the original solution which means that it will affect the stability of the solution and satisfy the following system

$$\dot{\xi} = P(t)\xi,$$  \hspace{1cm} (5.3)

Let $\mu$ and $\rho$ be respectively the characteristic number and the characteristic exponent of system (5.3). Then, the product of the two characteristic numbers is given as

$$\mu \mu_z = \exp \int_0^T \{tr\{P(t)\}\} dt,$$  \hspace{1cm} (5.4)

where $tr\{P(t)\}$ is the trace of $P(t)$ (the sum of the elements of its principal diagonal).

Now, the characteristic number $\mu$ is related to the characteristic exponent $\rho$ as follow
\[ \mu = e^{\rho T}. \]  

(5.5)

It can be shown that one of the characteristic numbers in equation (5.4) is equal to one.

Then, using (5.5), (5.4) can be rewritten as follow

\[ \rho = \frac{1}{T} \int_0^T \text{tr} \{ P(t) \} dt. \]  

(5.6)

Then, according to (5.2), \( \text{tr} \{ P(t) \} = \lambda (f(x, y) + y \frac{\partial f}{\partial y}) \) and thus the characteristic exponent can be calculated as follows

\[ \rho = \frac{\lambda}{T} \int_0^T f(x(t), \dot{x}(t)) + \dot{x}(t)f_x(x(t), \dot{x}(t)) dt. \]  

(5.7)

It follows from the Floquet theory that the limit cycle is stable if the characteristic exponent \( \rho < 0 \) and is unstable if \( \rho > 0 \).
6. Result

6.1 Results for the method of multiple scale

From the Maple program, we calculated the second approximation of \( u \) and hence the solution of equation (4.1.5) is given as follows

\[
\begin{align*}
    u(t) &= \frac{2\cos\left(-\frac{1}{16} \varepsilon^2 t + t\right)}{\sqrt{1 + \left(-1 + \frac{4}{a_0^2}\right) e^{-\varepsilon t}}} \\
    &+ \left[ \frac{-7}{8} - \frac{1}{\left(1 + \left(-1 + \frac{4}{a_0^2}\right) e^{-\varepsilon t}\right)^{\left(\frac{3}{2}\right)}} \right] + \frac{1}{4} \ln \left[ \frac{2}{1 + \left(-1 + \frac{4}{a_0^2}\right) e^{-\varepsilon t}} \right] - \frac{2}{4\left(1 + \left(-1 + \frac{4}{a_0^2}\right) e^{-\varepsilon t}\right)^{\left(\frac{3}{2}\right)}} \ln\left(a_0\right) \sin\left(-\frac{1}{16} \varepsilon^2 t + t\right) \\
    &- \frac{1}{32} \frac{\sin\left(-\frac{3}{16} \varepsilon^2 t + 3t\right)}{\left(1 + \left(-1 + \frac{4}{a_0^2}\right) e^{-\varepsilon t}\right)^{\left(\frac{3}{2}\right)}} \varepsilon + O(\varepsilon^2). \\
\end{align*}
\]

By comparing the results obtained from the method of multiple scales (using Maple) and numerical integration (using Matlab), we see that those using the method of multiple scales (Fig. 1(a-d)) are nearly the same as those using numerical integration (Fig. 1(e-h)) when the parameter \( \varepsilon \) is sufficiently small (\( 0 < \varepsilon \ll 1 \)). However, when \( \varepsilon \geq 1 \), the former method (Fig. 1(i-j)) gives results that are quite different from those of the latter method (Fig. 1(k-l)).
(Fig. 1(a)-Fig. 1(d)) Limit cycle of (4.1.5): the method of multiple scales
Fig. 1(e)-Fig. 1(h) Limit cycle of (4.1.5): Runge-Kutta method
(Fig. 1(i)-Fig. 1(j)) Limit cycle of (4.1.5): the method of multiple scales

(Fig. 1(k)-Fig. 1(l)) Limit cycle of (4.1.5): Runge-Kutta method
Thus, we find that the method of multiple scales (or the classical perturbation method) is not suitable for solving limit cycle problems when the parameter $\varepsilon$ is not small (or when $\varepsilon \geq 1$).

6.2 Results for the perturbation-incremental method

6.2.a. The generalized Van der Pol oscillator

We first consider the generalized van der Pol oscillator of the form

$$\dot{x} + x + x^2 = \lambda (\mu + x - x^2)\dot{x}, \quad \mu \text{ is any arbitrary constant.} \quad (6.2.a.1)$$

In particular, we substitute $f(x, \dot{x}) = \mu + x - x^2$ and $g(x) = x + x^2$ into (4.2.1). Hence, from (4.2.8), we obtain

$$v(x) = \frac{1}{2} x^2 + \frac{1}{3} x^3.$$  Also, from equations (4.2.6), (4.2.7), (4.2.12) and (4.2.13), we obtain

$$v(a, b, \phi) = -(b + \frac{1}{2}) \sin^2 \phi + \frac{b}{a} (b + 1)(\cos \phi - 1) + \frac{1}{3} a (\cos^3 \phi - 1), \quad (6.2.a.2)$$

$$\tilde{f}(a, b, \Phi, \phi) = \left[ \mu + a \cos \phi + b - (a \cos \phi + b)^2 \right] \Phi \sin^2 \phi, \quad (6.2.a.3)$$

$$\Phi_0(\phi) = \left[ 1 + \frac{2}{3} a_0 \cos \phi + 2 b_0 \right]^{-\frac{1}{2}}, \quad (6.2.a.4)$$

$$b_0 = \frac{1}{2} \left( \sqrt{1 - \frac{4}{3} a_0^2} - 1 \right). \quad (6.2.a.5)$$

For the first step (the perturbation method), we use (4.2.14) together with (6.2.a.4) and (6.2.a.5) to obtain the initial solution. In, particular, we choose $\mu = 0.15$. By substituting (6.2.a.4) and (6.2.a.5) into (4.2.14) and applying the Simpson’s Rule, we get
Thus,

$$\Phi_0 = \left[0.789 + 0.3547 \cos \phi\right]^{\frac{1}{2}}. \quad (6.2.a.7)$$

Once we get the initial solution, we can apply it to the parameter incremental method. Here, we choose $M = 10$, $\lambda_0 = 0$ and $\Delta \lambda = 0.5$. After 20 successive increments of $\Delta \lambda = 0.5$ starting from $\lambda_0 = 0$, the results for $\lambda = 0.5$, 10 are given, respectively, in Tables 1 and 2. Also, a comparison of the results obtained by the perturbation-incremental method and the numerical integration using the Runge-Kutta method is shown in Fig. 2 and 3. We see that the results are identical when $\lambda = 10$.

<table>
<thead>
<tr>
<th>j</th>
<th>$p_j$</th>
<th>q_j</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.7856e-001</td>
<td>0.0000e+000</td>
</tr>
<tr>
<td>1</td>
<td>2.0533e-001</td>
<td>1.0451e-001</td>
</tr>
<tr>
<td>2</td>
<td>-1.4272e-002</td>
<td>-2.0498e-002</td>
</tr>
<tr>
<td>3</td>
<td>2.1238e-003</td>
<td>1.0365e-003</td>
</tr>
<tr>
<td>4</td>
<td>-3.0790e-004</td>
<td>-2.5417e-004</td>
</tr>
<tr>
<td>5</td>
<td>4.0804e-005</td>
<td>6.1918e-005</td>
</tr>
<tr>
<td>6</td>
<td>-4.6573e-006</td>
<td>-1.4434e-005</td>
</tr>
<tr>
<td>7</td>
<td>1.0289e-007</td>
<td>3.2502e-006</td>
</tr>
<tr>
<td>8</td>
<td>1.7799e-007</td>
<td>-7.0594e-007</td>
</tr>
<tr>
<td>9</td>
<td>-9.7644e-008</td>
<td>1.4196e-007</td>
</tr>
<tr>
<td>10</td>
<td>3.2182e-008</td>
<td>-2.5137e-008</td>
</tr>
</tbody>
</table>
Table 2. Amplitude and bias of the limit cycle and Fourier coefficients of $\Phi(\rho)$: $\lambda = 10$, $\alpha = 1.2112$, $\delta = 0.36861$

<table>
<thead>
<tr>
<th>j</th>
<th>$p_j$</th>
<th>$q_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.9118e+000</td>
<td>0.0000e+000</td>
</tr>
<tr>
<td>1</td>
<td>2.4668e-001</td>
<td>8.7727e-001</td>
</tr>
<tr>
<td>2</td>
<td>-3.8075e-001</td>
<td>-1.7007e+000</td>
</tr>
<tr>
<td>3</td>
<td>2.3615e-001</td>
<td>-1.2823e-001</td>
</tr>
<tr>
<td>4</td>
<td>-2.7121e-001</td>
<td>3.0623e-002</td>
</tr>
<tr>
<td>5</td>
<td>8.2138e-002</td>
<td>2.1290e-002</td>
</tr>
<tr>
<td>6</td>
<td>-4.9097e-002</td>
<td>-2.6750e-002</td>
</tr>
<tr>
<td>7</td>
<td>2.3713e-002</td>
<td>-7.2107e-004</td>
</tr>
<tr>
<td>8</td>
<td>-1.8923e-002</td>
<td>-4.5435e-003</td>
</tr>
<tr>
<td>9</td>
<td>1.2251e-002</td>
<td>3.2906e-003</td>
</tr>
<tr>
<td>10</td>
<td>-5.1821e-003</td>
<td>-6.0458e-003</td>
</tr>
</tbody>
</table>

Fig. 2. Limit cycle of equation (6.2.a.1) with $\mu = 0.15$, for $\lambda = 0.5$.
- Runge-Kutta method; $\times$, Perturbation-Incremental method.
Next, we consider the case when $\mu = 0.2$. We cannot find any limit cycle when $\lambda \geq 4$. In particular, when $\mu \geq 0.3$, we cannot find any limit cycle for any value of $\lambda$. When the parameter $\mu$ gets larger, the limit cycle will also get larger and finally it will be large enough tough a fixed point and become a homoclinic orbit (homoclinic orbit will not be discussed in this report) (see Fig.4 in which (0,-1) is a fixed point). After this, the limit cycle will disappear for any value of $\mu$ ($\mu \geq 0.3$).
6.2.b. The generalized Rayleigh oscillator

We next consider the generalized Rayleigh oscillator of the form

\[ \ddot{x} + x^3 = \lambda (\mu - \dot{x}^2) \dot{x}, \quad \mu \text{ is any arbitrary constant.} \]  

(6.2.b.1)

For this example, we let

\[ f(x, \dot{x}) = \mu - \dot{x}^2, \quad g(x) = x^3 \text{ and hence } v(x) = \frac{1}{4} x^4. \]

The limit cycle is symmetric about the origin. Thus, \( b = 0 \) and we rewrite (4.2.20) as follows

\[ \Phi(\varphi) = \sum_{j=0}^{M} (p_{2j} \cos 2j \varphi + q_{2j} \sin 2j \varphi). \]  

(6.2.b.2)

First, we seek the condition for (6.2.b.1) to have positive amplitude \( a_0 \). By using (4.2.14), \( \mu \) can be related to amplitude \( a_0 \) as
\[
\mu = \frac{a_0^2 \int_0^{2\pi} \Phi_0^3(\varphi) \sin^4 \varphi \, d\varphi}{\int_0^{2\pi} \Phi_0(\varphi) \sin^2 \varphi \, d\varphi}.
\]

(6.2.b.3)

Fig. 5 shows the relationship between parameter \( \mu \) and amplitude \( a_0 \).

In particular, we choose \( \mu = 2.5 \). By using (6.2.b.3) and (4.2.12), we obtain the amplitude and the solution, respectively, as

\[
a_0 = 1.5541, \quad (6.2.b.4)
\]

\[
\Phi_0(\varphi) = a_0 \left[ \frac{1}{2} \left( 1 + \cos^2 \theta \right) \right]^{\frac{1}{2}}. \quad (6.2.b.5)
\]

Then, the procedures are actually very similar to the previous example. Therefore, we give the result directly as in Fig. 6 and Table 4.
An interesting analysis for the generalized Rayleigh oscillator is that the limit cycle is always stable for any arbitrary value of parameter $\mu > 0$. To explain this, we analyze the stability of the limit cycle. Recall from section 5 that we can calculate the characteristic
exponent of the limit cycle by equation (5.7). Thus, we obtain

\[
\rho = \frac{2}{T} \int_0^T \left( \mu - \dot{x}^2(t) \right) - 2\dot{x}^2(t) \, dt. \quad (6.2.6)
\]

By using \( x = a \cos \varphi + b \), we can rewrite (6.2.6) as

\[
\rho = \frac{\lambda^2}{T} \int_0^{2\pi} \frac{\mu - 3a^2_0 \Phi_0^2(\varphi) \sin^2 \varphi}{\Phi_0(\varphi)} \, d\varphi = \frac{2\lambda}{T} \rho_0(a_0), \quad (6.2.7)
\]

with

\[
\rho_0(a_0) = \int_0^{2\pi} \frac{\mu - 3a^2_0 \Phi_0^2(\varphi) \sin^2 \varphi}{\Phi_0(\varphi)} \, d\varphi. \quad (6.2.8)
\]

From Fig. 7, we find that the parameter \( \rho_0 \) is always less than zero and so is the characteristic exponent \( \rho \). Thus, the limit cycle of (6.2.1) is always stable for \( \mu > 0 \).

Fig. 7. The parameter \( \rho_0 \) vs amplitude \( a_0 \) of the limit cycle of equation (6.2.1)
Finally, we consider the generalized Liénard oscillator of the form

\[ \ddot{x} + x^3 = \lambda (\mu + x^2 - x^4) \dot{x} , \quad \mu \text{ is any arbitrary constant.} \]  

(6.2.c.1)

For this example, we let \( f(x, \dot{x}) = \mu + x^2 - x^4 \), \( g(x) = x^3 \) and hence \( v(x) = \frac{1}{4} x^4 \). The limit cycle is symmetric about the origin. Thus, \( b = 0 \) and we rewrite (4.2.20) as

\[ \Phi(\varphi) = \sum_{j=0}^{M} (p_{2j} \cos 2j\varphi + q_{2j} \sin 2j\varphi) . \]  

(6.2.c.2)

First, we seek the condition for (6.2.b.1) to have a positive amplitude \( a_0 \). By using (4.2.14), \( \mu \) can be related to amplitude \( a_0 \) as

\[
\mu = \frac{a_0^4 \int_0^{2\pi} \Phi_0(\varphi) \cos^4 \varphi \sin^2 \varphi \, d\varphi - a_0^2 \int_0^{2\pi} \Phi_0(\varphi) \cos^2 \varphi \sin^2 \varphi \, d\varphi}{\int_0^{2\pi} \Phi_0(\varphi) \sin^2 \varphi \, d\varphi}. \]  

(6.2.c.3)

Fig. 8 shows the relationship between \( \mu \) and \( a_0 \).
For the case $\mu = -0.13$, we obtain from Fig. 8 two different positive amplitudes $a_0^{(1)}$ and $a_0^{(2)}$ which correspond to two solutions $\Phi_0^{(1)}(\varphi)$ and $\Phi_0^{(2)}(\varphi)$:

\[
a_0^{(1)} = 0.9249986552, \quad \Phi_0^{(1)}(\varphi) = a_0^{(1)} \left[ \frac{1}{2} \left( 1 + \cos^2 \theta \right) \right]^{1/2}, \quad (6.2.c.4)
\]

\[
a_0^{(2)} = 1.031287122, \quad \Phi_0^{(2)}(\varphi) = a_0^{(2)} \left[ \frac{1}{2} \left( 1 + \cos^2 \theta \right) \right]^{1/2}. \quad (6.2.c.5)
\]

In particular, (6.2.c.4) is an unstable limit cycle while (6.2.c.5) is a stable limit cycle. Fig. 9 shows the relationship between the characteristic exponent $\rho$ and amplitude $a_0$.

![Image](image_url)

**Fig. 9.** The parameter $\rho_0$ vs amplitude $a_0$ of the limit cycle of equation (6.2.c.1)

From Fig. 9, we find that $\rho > 0$ (the limit cycle is unstable) when $a_0 < a_0^*$ while $\rho < 0$ (the limit cycle is stable) when $a_0 > a_0^*$ where $a_0^* = 0.9796$. That is the reason why (6.2.c.4) is an unstable limit cycle while (6.2.c.4) is stable.
Fig. 10 and Table 5 show the result for the case of unstable limit cycle of (6.2.c.1) with $\mu = -0.13$.

<table>
<thead>
<tr>
<th>j</th>
<th>$p_n$</th>
<th>$q_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.2661e-001</td>
<td>0.0000e+000</td>
</tr>
<tr>
<td>1</td>
<td>1.2247e-001</td>
<td>2.7884e-001</td>
</tr>
<tr>
<td>2</td>
<td>-4.0795e-003</td>
<td>-1.7596e-001</td>
</tr>
<tr>
<td>3</td>
<td>3.6070e-003</td>
<td>4.1418e-003</td>
</tr>
<tr>
<td>4</td>
<td>-1.1952e-003</td>
<td>-1.0779e-003</td>
</tr>
<tr>
<td>5</td>
<td>-2.9265e-004</td>
<td>4.9148e-004</td>
</tr>
<tr>
<td>6</td>
<td>1.6558e-004</td>
<td>-9.2489e-005</td>
</tr>
<tr>
<td>7</td>
<td>-7.1866e-005</td>
<td>-3.2700e-005</td>
</tr>
<tr>
<td>8</td>
<td>6.2148e-006</td>
<td>2.4998e-005</td>
</tr>
<tr>
<td>9</td>
<td>1.2185e-006</td>
<td>-1.0034e-005</td>
</tr>
<tr>
<td>10</td>
<td>-5.7799e-006</td>
<td>7.9721e-007</td>
</tr>
</tbody>
</table>

Fig. 10. **Unstable** limit cycle of equation (6.2.c.1) with $\mu = -0.13$, for $\lambda = 10$.

- , Runge-Kutta method; ×, Perturbation-Incremental method.
Fig. 11 and Table 6 show the result for the case of stable limit cycle of (6.2.c.1) with $\mu = -0.13$.

<table>
<thead>
<tr>
<th>j</th>
<th>$P_{2j}$</th>
<th>$Q_{2j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.8821e-001</td>
<td>0.0000e+000</td>
</tr>
<tr>
<td>1</td>
<td>1.4325e-001</td>
<td>1.5663e-001</td>
</tr>
<tr>
<td>2</td>
<td>-5.0542e-003</td>
<td>-2.3585e-001</td>
</tr>
<tr>
<td>3</td>
<td>-3.2236e-005</td>
<td>5.4146e-003</td>
</tr>
<tr>
<td>4</td>
<td>-2.2315e-003</td>
<td>-7.8375e-004</td>
</tr>
<tr>
<td>5</td>
<td>-2.5410e-004</td>
<td>2.9648e-004</td>
</tr>
<tr>
<td>6</td>
<td>1.1062e-004</td>
<td>-1.8604e-004</td>
</tr>
<tr>
<td>7</td>
<td>-6.2958e-005</td>
<td>-7.0164e-006</td>
</tr>
<tr>
<td>8</td>
<td>1.8705e-005</td>
<td>1.6676e-005</td>
</tr>
<tr>
<td>10</td>
<td>-4.2953e-006</td>
<td>3.4392e-006</td>
</tr>
</tbody>
</table>

An interesting result is that when the parameter $\mu$ gets larger, the separation between the unstable limit cycle and the stable one increases or equivalently the unstable limit cycle approach as the origin while the stable one moves far away from the origin. In particular,
when \( \mu \geq 0 \), the unstable limit cycle disappears leaving one and only one limit cycle which is stable. Fig. 12-16 show the limit cycles for different values of \( \mu \) to illustrate the situation.

**Fig. 12.** \( \mu = -0.1 \), for \( \lambda = 10 \).

**Fig. 13.** \( \mu = -0.05 \), for \( \lambda = 10 \).
Fig. 14. $\mu = -0.01$, for $\lambda = 10$.

Fig. 15. $\mu = 0$, for $\lambda = 10$. 
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(Fig. 12-Fig. 16) Limit cycle of (6.2.c.1): −, stable limit cycle, Runge-Kutta method; ×, stable limit cycle, Perturbation-Incremental (PI) method; --- unstable limit cycle, PI method.

We can explain the previous results (Fig. 12 – Fig. 16) using Fig. 8. When the parameter $\mu$ is below the minimum of the curve (here, we denote the minimum of the curve by $\mu^*$ where $\mu^* = -0.1315$), we find that there is no real root and, consequently, (6.2.c.1) does not have any limit cycle. However, for $\mu^* < \mu < 0$, we see that there are two roots and, consequently, (6.2.c.1) has exactly two limit cycles. We then use Fig. 9 to determine their stabilities. Finally, when $\mu \geq 0$, we find that there is exactly one root and hence (6.2.c.1) has one and only one limit cycle which is stable from Fig. 9.
7. Discussion

In section 6, we find that the method of multiple scales (or the classical perturbation method) is not suitable for solving the limit cycle problems when the parameter $\varepsilon$ is not small. Recall in section 4, the solution is assumed to be of the form (4.1.8), which is a power series of the parameter $\varepsilon$. In particular, it has the following form

$$u(t; \varepsilon) = u(T_0, T_1, T_2; \varepsilon) = u_0(T_0, T_1, T_2) + \varepsilon u_1(T_0, T_1, T_2) + \varepsilon^2 u_2(T_0, T_1, T_2) + O(\varepsilon^3).$$  (7.1)

Thus, we see from (7.1) that the solution is only approximated by a finite number of terms which is in the power of $\varepsilon$ with some error terms in $O(\varepsilon^3)$. Hence, when $\varepsilon \geq 1$, the error terms in (7.1) will grow exponentially fast. This explains why the method of multiple scales is only useful when parameter $\varepsilon$ is sufficiently small ($0 < \varepsilon \ll 1$).

Another disadvantage of this method is that it cannot solve strongly non-linear oscillators for a limit cycle. Even though we apply the method of multiple scales to (6.2.1), the purpose of multiple scales still cannot be achieved. For example, we consider the collection of $O(\varepsilon^0)$ on the both sides of (6.2.1) which have already applied the multiple scales i.e.

$$\frac{\partial^2 x_0}{\partial T_0^2} + x_0 + x_0^2 = 0 \quad \text{with} \quad x_0 = x_0(T_0, T_1, T_2).$$  (7.2)

Equation (7.2) is still a non-linear ordinary differential equation which we cannot solve analytically. In general, the non-linear function $g(x)$ in (4.2.1) prevents us from using the
method of multiple scales since this non-linear function generates non-linear terms in the ordinary differential equation such as (7.2) after the method is applied. This explains why the method of multiple scales is not useful in solving the strongly non-linear oscillators of the form (4.2.1).

From section 6, for the particular problem of the generalized Liénard oscillator, we find that the numerical methods such as the Runge-Kutta method (the one we are using in this report) are unable to obtain unstable limit cycle. Since the Runge-Kutta (RK) method is a one-step explicit method which means the new solution at the time \( t_{j+1} \) depends only on the pervious solution at time \( t_j \). Thus, if the limit cycle is unstable, every solution obtained by the RK method will leave the path of the limit cycle and consequently we cannot obtain the unstable limit cycle.

Finally, we find that the Perturbation-Incremental method can overcome the difficulties of the method of multiple scales and the numerical method (those we have already discussed in this section).
8. Conclusion

The method of multiple scales is applied to solve the weakly non-linear oscillators for the limit cycle problem. However, the classical perturbation method such as the one we have presented in this report (the method of multiple scales) is not accurate when the parameter ε is not sufficiently small (usually we require $0 < \varepsilon \ll 1$). We also indicate that the method of multiple scales is not suitable to solve the strongly non-linear oscillators even though we apply the method to such problems. Thus, we introduce the perturbation-incremental method to the study of strongly non-linear oscillators for the limit cycle problem. The perturbation-incremental is a combination of the analytical and the numerical methods. For the analytical aspect, we use the perturbation step to obtain the initial solution of a limit cycle. This overcomes the difficulty in the numerical integration method that it usually requires a guess of initial condition. For the numerical aspect, we use the incremental step to obtain the solution of a limit cycle for arbitrary parameter $\lambda > 0$. This also overcomes the difficulty in the classical perturbation method that it requires the parameter to be sufficiently small. The stability of a limit cycle can be determined using the Floquet theory by calculating the characteristic exponent directly from the solution.
9. References


10. Appendix

\[ A_0 = \alpha_0 - \lambda \sum_{k=1}^{M} \frac{1}{k} \delta_{2,k}, \]

\[ A_i = \alpha_i + \frac{\lambda \delta_{2,i}}{i}, \]

\[ A_{M+i} = -\frac{\lambda \gamma_{2,i}}{i}, \]

\[ A_{2M+1} = \sum_{k=0}^{M} (-1)^k \alpha_k - \lambda \sum_{k=0}^{M} \frac{1}{k} \left[1 - (-1)^k \right] \delta_{2,k}, \]

\[ A_{2M+2} = \gamma_{2,0}, \]

\[ B_0 = \beta_0 - \lambda \sum_{k=1}^{M} \frac{1}{k} \delta_{3,k}, \]

\[ B_i = \beta_i + \frac{\lambda \delta_{3,i}}{i}, \]

\[ B_{M+i} = -\frac{\lambda \gamma_{3,i}}{i}, \]

\[ B_{2M+1} = \sum_{k=0}^{M} (-1)^k \beta_k - \lambda \sum_{k=0}^{M} \frac{1}{k} \left[1 - (-1)^k \right] \delta_{3,k}, \]

\[ B_{2M+2} = \gamma_{3,0}, \]

\[ A_{0,j} = \frac{1}{2} (\zeta_{1,-j} + \zeta_{1,j}) - \frac{1}{2} \lambda \sum_{k=1}^{M} \frac{1}{k} \left(\delta_{4,k,-j} + \delta_{4,j-k} + \delta_{4,j+k}\right), \]

\[ A_{i,j} = \frac{1}{2} (\zeta_{1,j} + \zeta_{1,j-i} + \zeta_{1,j+i}) + \frac{\lambda}{2i} \left(\delta_{4,j-i} - \delta_{4,j+i} + \delta_{4,j}\right), \]

\[ A_{M+i,j} = \frac{1}{2} (\eta_{j,-j} - \eta_{j,i} - \eta_{1,j+i}) - \frac{\lambda}{2i} \left(\gamma_{4,j-i} + \gamma_{4,j-i} + \gamma_{4,j+i}\right), \]

\[ A_{2M+1,j} = -\frac{1}{2} \lambda \sum_{k=1}^{M} \frac{1}{k} \left[1 - (-1)^k \right] \left(\delta_{4,k,-j} - \delta_{4,j-k} + \delta_{4,j+k}\right), \]

\[ A_{2M+2,j} = \frac{1}{2} \left(\gamma_{4,-j} + \gamma_{4,j}\right), \]

\[ B_{0,j} = \frac{1}{2} (\eta_{j} - \eta_{1,j}) - \frac{1}{2} \lambda \sum_{k=1}^{M} \frac{1}{k} \left(\gamma_{4,k,-j} + \gamma_{4,j-k} - \gamma_{4,j+k}\right), \]

\[ B_{i,j} = \frac{1}{2} (\eta_{j,i} + \eta_{1,j+i} - \eta_{1,j-i}) + \frac{\lambda}{2i} \left(\gamma_{4,j-i} + \gamma_{4,j-i} - \gamma_{4,j+i}\right), \]
\[ B_{M+1, j} = \frac{1}{2} (\xi_{1,j} + \xi_{1,j} - \xi_{1,j+1}) - \frac{\lambda}{2i} (\delta_{4,j-i} + \delta_{4,j+i} - \delta_{4,j-j}), \]

\[ B_{2M+1, j} = -\frac{1}{2} \lambda \sum_{k=1}^{M} \frac{1 - (-1)^k}{k} (\gamma_{4,k-j} + \gamma_{4,j-k} - \gamma_{4,j+k}), \]

\[ B_{2M+2, j} = \frac{1}{2} (\delta_{4,j} - \delta_{4,j}). \]

\[ R_0 = -\xi_{2,0} + \lambda \sum_{k=1}^{M} \frac{1}{k} \delta_{1,k}, \]

\[ R_i = -\xi_{2,i} - \frac{\lambda \delta_{1,i}}{i}, \]

\[ R_{M+i} = -\eta_{2i} + \frac{\lambda \gamma_{1,i}}{i}, \]

\[ R_{2M+1} = -\sum_{k=0}^{M} (-1)^k \tau_k + \lambda \sum_{k=1}^{M} \frac{1}{k} [1 - (-1)^k] \delta_{1,k}, \]

\[ R_{2M+2} = -\gamma_{1,0}, \]

where

\[ i = 1, 2, \ldots, M, j = 0, 1, 2, \ldots, M, \]

\[ \xi_{1,k} = \eta_{1,k} = \gamma_{4,k} = \delta_{4,k} = 0, \text{ for } k < 0. \]
Matlab Program for the generalized Liénard oscillator

format long
mu=-0.1;a=1.195613137;M=20;P(3*M+6)=0;Q(3*M+3)=0;
P(1)=a;P(2)=0;P(3)=a*.8598244315;P(4)=0;P(5)=a*.1458622585;
P(6)=0;P(7)=a*-6276116194e-2;P(8)=0;P(9)=a*.4967276956e-3;
P(10)=0;P(11)=a*-8957687693e-4;P(12)=0;P(13)=a*-2027626537e-4;
P(14)=0;P(15)=a*-2273926530e-4;P(16)=0;P(17)=a*-1679710530e-4;
P(18)=0;P(19)=a*-1259587300e-4;P(20)=0;P(21)=a*-8983320421e-5;
P(22)=0;P(23)=a*-616436998e-5;
for lambda=0.5:0.5:10
    while (1)
        for k=1:(M+1)
            if k==1
                GR(k)=-(10/32)*P(1)-P(2)+(P(2)^3)/(P(1)^2);
                BR(k)=-P(1)-(3*(P(2)^2))/P(1)-(3/2)*P(2);
            elseif k==2
                GR(k)=(3/4)*P(2)-(P(2)^3)/(P(1)^2);
                BR(k)=(3/4)*P(1)+(3*(P(2)^2))/P(1);
            elseif k==3
                GR(k)=(2/8)*P(1);BR(k)=(3/2)*P(2);
            elseif k==4
                GR(k)=(1/4)*P(2);BR(k)=(1/4)*P(1);
            elseif k==5
                GR(k)=(2/32)*P(1);BR(k)=0;
            else
                GR(k)=0;BR(k)=0;
            end
        end
        for k=1:(3*M+1)
            if k==1
                GA(k)=(1/2)*mu+(1/2)*((P(2))^2)-(1/2)*((P(2))^4)+
                    (1/8)*((P(1))^2)-(3/4)*((P(1))^2)*((P(2))^2)-(1/16)*((P(1))^4);
                BM(k)=(1/4)*P(1)-(3/2)*P(1)*((P(2))^2);
                BE(k)=P(2)-(3/2)*((P(1))^2)*P(2)-2*((P(2))^3);
            elseif k==2
                GA(k)=-(1/2)*((P(1))^3)*P(2)-P(1)*((P(2))^3)+(1/2)*P(1)*P(2);
                BM(k)=(1/2)*P(2)-((P(2))^3)-(3/2)*((P(1))^2)*P(2);
            else
                GA(k)=0;BM(k)=0;BE(k)=0;
            end
        end
    end
end
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\[ BE(k) = \frac{1}{2}P(1) - \frac{1}{2}(P(1))^3 - 3P(1)(P(2))^2; \]

elseif k==3

\[ GA(k) = -\frac{1}{32}(P(1))^4 - \frac{1}{2}\mu - \frac{1}{2}(P(2))^2 + \frac{1}{2}(P(2))^4; \]
\[ BM(k) = -\frac{1}{8}(P(1))^3; \]
\[ BE(k) = -P(2) + 2(P(2))^3; \]

elseif k==4

\[ GA(k) = \frac{1}{4}((P(1))^3)P(2) - \frac{1}{2}P(1)P(2) + P(1)(P(2))^3; \]
\[ BM(k) = \frac{3}{4}((P(1))^2)P(2) - \frac{1}{2}P(2) + (P(2))^3; \]
\[ BE(k) = -(1/2)P(1) + (1/4)((P(1))^3) + 3P(1)((P(2))^2); \]

elseif k==5

\[ GA(k) = \frac{1}{16}((P(1))^4) - \frac{1}{8}(P(1))^2 + \frac{3}{4}(P(1))^2(P(2))^2; \]
\[ BM(k) = \frac{1}{4}((P(1))^3) - \frac{1}{4}P(1) + \frac{3}{2}P(1)((P(2))^2); \]
\[ BE(k) = \frac{3}{2}((P(1))^2)P(2); \]

elseif k==6

\[ GA(k) = \frac{1}{4}((P(1))^3)P(2); \]
\[ BM(k) = \frac{3}{4}((P(1))^2)P(2); \]
\[ BE(k) = \frac{1}{4}((P(1))^3); \]

elseif k==7

\[ GA(k) = \frac{1}{32}((P(1))^4); \]
\[ BM(k) = \frac{1}{8}((P(1))^3); \]
\[ BE(k) = 0; \]

else

\[ GA(k) = 0; BM(k) = 0; BE(k) = 0; \]

end

end

for k=1:(3*M+1)

if k==1

\[ u(k) = (0.5)P(3) - 0.25P(5); v(k) = 0; \]

else

if (k-1)>0

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)-2+3) - 0.25P((k-1)+2+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)-2) - 0.25Q((k-1)+2); \]

elseif (k-1)<0

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)+2+3) - 0.25P(2-(k-1)+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)+2) + 0.25Q(2-(k-1)); \]

else

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)+2+3) - 0.5P(2-(k-1)+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)+2); \]

end

end

end

for k=1:(3*M+1)

if k==1

\[ u(k) = (0.5)P(3) - 0.25P(5); v(k) = 0; \]

else

if (k-1)>0

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)-2+3) - 0.25P((k-1)+2+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)-2) - 0.25Q((k-1)+2); \]

elseif (k-1)<0

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)+2+3) - 0.25P(2-(k-1)+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)+2) + 0.25Q(2-(k-1)); \]

else

\[ u(k) = 0.5P(k-1+3) - 0.25P((k-1)+2+3) - 0.5P(2-(k-1)+3); \]
\[ v(k) = 0.5Q(k-1) - 0.25Q((k-1)+2); \]

end

end

end
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for k = 1:(2*M+1)
    if k == 1
        sum1 = 0; sum2 = 0;
        for j = 0:M
            if j == 0
                sum1 = sum1 + (P(j+3)*(2*u(j+1)));
            else
                sum2 = sum2 + (P(j+3)*(u(j+1)) + Q(j)*(v(j+1)));
            end
        end
        KD(k) = 0.25*(sum1 + sum2); KE(k) = 0;
    else
        sum1 = 0; sum2 = 0; sum3 = 0; sum4 = 0; sum5 = 0; sum6 = 0;
        for j = 0:M
            if j == 0
                if (k-1)-j > 0
                    sum1 = sum1 + (P(j+3)*(u((k-1)-j+1) + u((k-1)+j+1)));
                    sum4 = sum4 + (P(j+3)*(v((k-1)-j+1) + v((k-1)+j+1)));
                elseif (k-1)-j < 0
                    sum2 = sum2 + (P(j+3)*(u(j-(k-1)+1) + u((k-1)+j+1)));
                    sum5 = sum5 + (P(j+3)*(-v(j-(k-1)+1) + v((k-1)+j+1)));
                else
                    sum3 = sum3 + (P(j+3)*2*(u(j-(k-1)+1) + u((k-1)+j+1)));
                    sum6 = sum6 + (P(j+3)*(v((k-1)+j+1)));
                end
            else
                if (k-1)-j > 0
                    sum1 = sum1 + (P(j+3)*(u((k-1)-j+1) + u((k-1)+j+1)) + Q(j)*(v((k-1)+j+1) - v((k-1)-j+1)));
                    sum4 = sum4 + (P(j+3)*(v((k-1)-j+1) + v((k-1)+j+1)) + Q(j)*(-u((k-1)+j+1) + u((k-1)-j+1)));
                elseif (k-1)-j < 0
                    sum2 = sum2 + (P(j+3)*(u(j-(k-1)+1) + u((k-1)+j+1)) + Q(j)*(v((k-1)+j+1) + v(j-(k-1)+1)));
                    sum5 = sum5 + (P(j+3)*(-v((k-1)+j+1) + v((k-1)-j+1)));
                else
                    sum3 = sum3 + (P(j+3)*2*(u(j-(k-1)+1) + u((k-1)+j+1)) + Q(j)*2*(v((k-1)+j+1) - v((k-1)-j+1)));
                    sum6 = sum6 + (P(j+3)*(v((k-1)+j+1)));
                end
            end
        end
    end
end

\begin{equation}
+Q(j)*(-u((k-1)+j+1)+u(j-(k-1)+1)));
\end{equation}
else
\begin{equation}
\begin{aligned}
\text{sum3} &= \text{sum3}+(P(j+3)*(2*u(j-(k-1)+1)+u((k-1)+j+1))... \\
&\quad +Q(j)*(v((k-1)+j+1)));
\text{sum6} &= \text{sum6}+(P(j+3)*(v((k-1)+j+1))... \\
&\quad +Q(j)*(-u((k-1)+j+1)+2*u(j-(k-1)+1)));
\end{aligned}
\end{equation}
end
end
end
KD(k)=0.25*(sum1+sum2+sum3);KE(k)=0.25*(sum4+sum5+sum6);end
end
end
for k=1:(2*M+1)
if k==1
\begin{equation}
\text{BG}(k)=-(5/32)*((P(1))^2)-P(1)*P(2)-((P(2))^3)/P(1)-(3/4)*((P(2))^2);\end{equation}
elseif k==2
\begin{equation}
\text{BG}(k)=(3/4)*P(1)*P(2)+((P(2))^3)/P(1);\end{equation}
elseif k==3
\begin{equation}
\text{BG}(k)=(1/8)*((P(1))^2)+(3/4)*((P(2))^2);\end{equation}
elseif k==4
\begin{equation}
\text{BG}(k)=(1/4)*P(1)*P(2);\end{equation}
elseif k==5
\begin{equation}
\text{BG}(k)=(1/32)*((P(1))^2);\end{equation}
else
\begin{equation}
\text{BG}(k)=0;\end{equation}
end
end
for k=1:(M+1)
\text{alpha}(k,1)=\text{GR}(k);\end{equation}
end
for k=1:(M+1)
\text{beta}(k,1)=\text{BR}(k);\end{equation}
end
for k=1:(2*M+1)
if k==1
\begin{equation}
\text{sum1}_1=0;\text{sum1}_2=0;\text{sum2}_1=0;\text{sum2}_2=0;\text{sum3}_1=0;\text{sum3}_2=0;
\end{equation}
for j=0:M
if j==0
\begin{equation}
\end{equation}
\end{equation}
\[\text{sum1}_{1} = \text{sum1}_{1} + 0.5 \times P(j+3) \times (2 \times \text{GA}(j+1));\]
\[\text{sum2}_{1} = \text{sum2}_{1} + 0.5 \times P(j+3) \times (2 \times \text{BM}(j+1));\]
\[\text{sum3}_{1} = \text{sum3}_{1} + 0.5 \times P(j+3) \times (2 \times \text{BE}(j+1));\]

else
\[\text{sum1}_{2} = \text{sum1}_{2} + 0.5 \times P(j+3) \times (\text{GA}(j+1));\]
\[\text{sum2}_{2} = \text{sum2}_{2} + 0.5 \times P(j+3) \times (\text{BM}(j+1));\]
\[\text{sum3}_{2} = \text{sum3}_{2} + 0.5 \times P(j+3) \times (\text{BE}(j+1));\]
end

end

\[\gamma(1,k) = \text{sum1}_{1} + \text{sum1}_{2}; \gamma(2,k) = \text{sum2}_{1} + \text{sum2}_{2};\]
\[\gamma(3,k) = \text{sum3}_{1} + \text{sum3}_{2};\]
\[\delta(1,k) = 0; \delta(2,k) = 0; \delta(3,k) = 0;\]
else
\[\text{sum1}_{1} = 0; \text{sum1}_{2} = 0; \text{sum1}_{3} = 0; \text{sum1}_{4} = 0; \text{sum1}_{5} = 0; \text{sum1}_{6} = 0;\]
\[\text{sum2}_{1} = 0; \text{sum2}_{2} = 0; \text{sum2}_{3} = 0; \text{sum2}_{4} = 0; \text{sum2}_{5} = 0; \text{sum2}_{6} = 0;\]
\[\text{sum3}_{1} = 0; \text{sum3}_{2} = 0; \text{sum3}_{3} = 0; \text{sum3}_{4} = 0; \text{sum3}_{5} = 0; \text{sum3}_{6} = 0;\]
for \(j = 1: M\)
if \((k-1)-j > 0\)
\[\text{sum1}_{1} = \text{sum1}_{1} + (0.5) \times P(j+3) \times (\text{GA}((k-1)-j+1) + \text{GA}((k-1)+j+1));\]
\[\text{sum2}_{1} = \text{sum2}_{1} + (0.5) \times P(j+3) \times (\text{BM}((k-1)-j+1) + \text{BM}((k-1)+j+1));\]
\[\text{sum3}_{1} = \text{sum3}_{1} + (0.5) \times P(j+3) \times (\text{BE}((k-1)-j+1) + \text{BE}((k-1)+j+1));\]

else if \((k-1)-j < 0\)
\[\text{sum1}_{2} = \text{sum1}_{2} + (0.5) \times P(j+3) \times (\text{GA}(j-(k-1)+1) + \text{GA}((k-1)+j+1));\]
\[\text{sum2}_{2} = \text{sum2}_{2} + (0.5) \times P(j+3) \times (\text{BM}(j-(k-1)+1) + \text{BM}((k-1)+j+1));\]
\[\text{sum3}_{2} = \text{sum3}_{2} + (0.5) \times P(j+3) \times (\text{BE}(j-(k-1)+1) + \text{BE}((k-1)+j+1));\]

else
\[\text{sum1}_{3} = \text{sum1}_{3} + (0.5) \times P(j+3) \times (2 \times \text{GA}(j-(k-1)+1) + \text{GA}((k-1)+j+1));\]
\[\text{sum2}_{3} = \text{sum2}_{3} + (0.5) \times P(j+3) \times (2 \times \text{BM}(j-(k-1)+1) + \text{BM}((k-1)+j+1));\]
\[\text{sum3}_{3} = \text{sum3}_{3} + (0.5) \times P(j+3) \times (2 \times \text{BE}(j-(k-1)+1) + \text{BE}((k-1)+j+1));\]
end
end

\[\gamma(1,k) = \text{sum1}_{1} + \text{sum1}_{2} + \text{sum1}_{3}; \gamma(2,k) = \text{sum2}_{1} + \text{sum2}_{2} + \text{sum2}_{3};\]
\[\gamma(3,k) = \text{sum3}_{1} + \text{sum3}_{2} + \text{sum3}_{3};\]
for \(j = 1: M\)
if \((k-1)-j > 0\)
\[\text{sum1}_{4} = \text{sum1}_{4} + (0.5) \times Q(j) \times (\text{GA}((k-1)-j+1) - \text{GA}((k-1)+j+1));\]
\[\text{sum2}_{4} = \text{sum2}_{4} + (0.5) \times Q(j) \times (\text{BM}((k-1)-j+1) - \text{BM}((k-1)+j+1));\]
\[\text{sum3}_{4} = \text{sum3}_{4} + (0.5) \times Q(j) \times (\text{BE}((k-1)-j+1) - \text{BE}((k-1)+j+1));\]
elseif (k-1)-j<0
    sum1_5=sum1_5+(0.5)*Q(j)*(GA(j-(k-1)+1)-GA((k-1)+j+1));
    sum2_5=sum2_5+(0.5)*Q(j)*(BM(j-(k-1)+1)-BM((k-1)+j+1));
    sum3_5=sum3_5+(0.5)*Q(j)*(BE(j-(k-1)+1)-BE((k-1)+j+1));
else
    sum1_6=sum1_6+(0.5)*Q(j)*(2*GA(j-(k-1)+1)-GA((k-1)+j+1));
    sum2_6=sum2_6+(0.5)*Q(j)*(2*BM(j-(k-1)+1)-BM((k-1)+j+1));
    sum3_6=sum3_6+(0.5)*Q(j)*(2*BE(j-(k-1)+1)-BE((k-1)+j+1));
end
end
delta(1,k)=sum1_4+sum1_5+sum1_6;
delta(2,k)=sum2_4+sum2_5+sum2_6;
delta(3,k)=sum3_4+sum3_5+sum3_6;
end
for k=1:(2*M+1)
gamma(4,k)=GA(k);delta(4,k)=0;
end
for k=1:(2*M+1)
zeta(1,k)=u(k);eta(1,k)=v(k);
end
for k=1:(2*M+1)
zeta(2,k)=KD(k)+BG(k);eta(2,k)=KE(k);
end
for i=1:(2*M+3)
    if i==1
        sum=0;
        for k=1:M
            sum=sum+(1/k)*delta(1,k+1);
        end
        R(i,1)=-zeta(2,1)+lambda*sum;
    elseif i==(2*M+2)
        sum1=0;sum2=0;
        for k=0:M
            sum1=sum1+((-1)^k)*BG(k+1);
        end
        for k=1:M
            sum2=sum2+((1-((-1)^k))/k)*delta(1,k+1);
        end
    end
end
\begin{align*}
R(i,1) &= \text{sum1-lambda*sum2}; \\
\text{elseif } i &= (2*M+3) \\
R(i,1) &= -\gamma(1,1); \\
\text{elseif } i &\geq 2 \text{ } \& \text{ } i \leq M+1 \\
R(i,1) &= -\zeta(2,i)-(\lambda/(i-1))\delta(1,i); \\
\text{else} \\
R(i,1) &= -(\lambda/(i-M-1))\gamma(1,i-M); \\
\end{align*}

\begin{align*}
\text{if norm}(R,\infty)<1\times10^{-8} \\
\text{break} \\
\end{align*}

\begin{align*}
\text{for } j &= 1:(2*M+3) \\
&\text{for } i = 1:(2*M+3) \\
&\text{if } j = 1 \\
&\text{if } i = 1 \\
&\text{sum} = 0; \\
&\text{for } k = 1:M \\
&\text{sum} = \text{sum} + (1/k)\delta(2,k+1); \\
&\text{end} \\
A(i,j) &= \alpha(1,1)-\lambda*\text{sum}; \\
\text{elseif } i &= (2*M+2) \\
&\text{sum1} = 0; \text{sum2} = 0; \\
&\text{for } k = 0:M \\
&\text{sum1} = \text{sum1} + (-1)^{(k+1)}\alpha(k+1,1); \\
&\text{end} \\
&\text{for } k = 1:M \\
&\text{sum2} = \text{sum2} + (1/k)*(-1)^{(k)}\delta(2,k+1); \\
&\text{end} \\
A(i,j) &= \text{sum1} + \lambda*\text{sum2}; \\
\text{elseif } i &= (2*M+3) \\
A(i,j) &= \Gamma(2,1); \\
\text{elseif } i &\geq 2 \text{ } \& \text{ } i \leq M+1 \\
A(i,j) &= \alpha(i,1)+(\lambda/(i-1))\delta(2,i); \\
\text{else} \\
A(i,j) &= -(\lambda/(i-M-1))\gamma(2,i-M); \\
\text{end} \\
\text{elseif } j &= 2
\end{align*}
if i==1
    sum=0;
    for k=1:M
        sum=sum+(1/k)*delta(3,k+1);
    end
    A(i,j)=beta(1,1)-lambda*sum;
elseif i==(2*M+2)
    sum1=0;sum2=0;
    for k=0:M
        sum1=sum1+((-1)^(k+1))*beta(k+1,1);
    end
    for k=1:M
        sum2=sum2+(1/k)*(1-(-1)^(k))*delta(3,k+1);
    end
    A(i,j)=sum1+lambda*sum2;
elseif i==(2*M+3)
    A(i,j)=gamma(3,1);
elseif i>=2 & i<=M+1
    A(i,j)=beta(i,1)+(lambda/(i-1))*delta(3,i);
else
    A(i,j)=-(lambda/(i-M-1))*gamma(3,i-M);
end
elseif j>=3 & j<=M+3
    if i==1
        sum1=0; sum2=0; sum3=0;
        for k=1:M
            if k-(j-3)>0
                sum1=sum1+(1/k)*(delta(4,k-(j-3)+1)+delta(4,(j-3)+k+1));
            elseif k-(j-3)<0
                sum2=sum2+(1/k)*(-delta(4,(j-3)-k+1)+delta(4,(j-3)+k+1));
            else
                sum3=sum3+(1/k)*(delta(4,(j-3)+k+1));
            end
        end
    end
    if j==3
        A(i,j)=(1/2)*(2*zeta(1,(j-3)+1))-(lambda/2)*(sum1+sum2+sum3);
    else
        A(i,j)=(1/2)*(zeta(1,(j-3)+1))-(lambda/2)*(sum1+sum2+sum3);
    end
else
    A(i,j)=-(lambda/(i-M-1))*gamma(3,i-M);
end
elseif i==(2*M+2)
    sum1=0; sum2=0; sum3=0;
    for k=1:M
        if k-(j-3)>0
            sum1=sum1+((1-((-1)^k))/k)*(delta(4,k-(j-3)+1)+delta(4,(j-3)+k+1));
        elseif k-(j-3)<0
            sum2=sum2+((1-((-1)^k))/k)*(-delta(4,(j-3)-k+1)+delta(4,(j-3)+k+1));
        else
            sum3=sum3+((1-((-1)^k))/k)*(delta(4,(j-3)+k+1));
        end
    end
    A(i,j)=(lambda/2)*(sum1+sum2+sum3);
elseif i==(2*M+3)
    if j==3
        A(i,j)=(1/2)*(2*gamma(4,(j-3)+1));
    else
        A(i,j)=(1/2)*(gamma(4,(j-3)+1));
    end
elseif i>=2 & i<=M+1
    if (i-1)-(j-3)>0
        A(i,j)=(1/2)*(zeta(1,(i-1)-(j-3)+1)+zeta(1,(i-1)+(j-3)+1))+(lambda/(2*(i-1)))*(delta(4,(i-1)-(j-3)+1)+delta(4,(i-1)+(j-3)+1));
    elseif (i-1)-(j-3)<0
        A(i,j)=(1/2)*(zeta(1,(j-3)-(i-1)+1)+zeta(1,(i-1)+(j-3)+1))+(lambda/(2*(i-1)))*(-delta(4,(j-3)-(i-1)+1)+delta(4,(i-1)+(j-3)+1));
    else
        A(i,j)=(1/2)*(2*zeta(1,(j-3)-(i-1)+1)+zeta(1,(i-1)+(j-3)+1))+(lambda/(2*(i-1)))*(delta(4,(i-1)+(j-3)+1));
    end
else
    if (i-M-1)-(j-3)>0
        A(i,j)=(1/2)*(eta(1,(i-M-1)-(j-3)+1)+eta(1,(i-M-1)+(j-3)+1))-(lambda/(2*(i-M-1)))*(gamma(4,(i-M-1)-(j-3)+1)...
+gamma(4,(i-M-1)+(j-3)+1));
elseif (i-M-1)-(j-3)<0
A(i,j)=(1/2)*(-eta(1,(j-3)-(i-M-1)+1)+eta(1,(i-M-1)+(j-3)+1))...
-(lambda/(2*(i-M-1)))*(gamma(4,(j-3)-(i-M-1)+1)...
+gamma(4,(i-M-1)+(j-3)+1));
else
A(i,j)=(1/2)*(eta(1,(i-M-1)+(j-3)+1))...
-(lambda/(2*(i-M-1)))*2*gamma(4,(j-3)-(i-M-1)+1)...
+gamma(4,(i-M-1)+(j-3)+1));
end
end
else
if i==1
sum1=0; sum2=0; sum3=0;
for k=1:M
if k-(j-M-3)>0
sum1=sum1+(1/k)*(gamma(4,k-(j-M-3)+1)-gamma(4,(j-M-3)+k+1));
elseif k-(j-M-3)<0
sum2=sum2+(1/k)*(gamma(4,(j-M-3)-k+1)-gamma(4,(j-M-3)+k+1));
else
sum3=sum3+(1/k)*(2*gamma(4,(j-M-3)-k+1)...
-gamma(4,(j-M-3)+k+1));
end
end
A(i,j)=(1/2)*(eta(1,(j-M-3)+1))-(lambda/2)*(sum1+sum2+sum3);
elseif i==(2*M+2)
sum1=0; sum2=0; sum3=0;
for k=1:M
if k-(j-M-3)>0
sum1=sum1+((1-((-1)^k))/k)*(gamma(4,k-(j-M-3)+1)...
-gamma(4,(j-M-3)+k+1));
elseif k-(j-M-3)<0
sum2=sum2+((1-((-1)^k))/k)*(gamma(4,(j-M-3)-k+1)...
-gamma(4,(j-M-3)+k+1));
else
sum3=sum3+((1-((-1)^k))/k)*(2*gamma(4,(j-M-3)-k+1)...
-gamma(4,(j-M-3)+k+1));
end
end
A(i,j)=(1/2)*(eta(1,(j-M-3)+1))-(lambda/2)*(sum1+sum2+sum3);
end

A(i,j)=(lambda/2)*(sum1+sum2+sum3);
elseif i==(2*M+3)
    A(i,j)=(1/2)*(delta(4,(j-M-3)+1));
elseif i>=2 &i<=M+1
    if (i-1)-(j-M-3)>0
        A(i,j)=(1/2)*(-eta(1,(i-1)-(j-M-3)+1)+eta(1,(i-1)+(j-M-3)+1))
            +(lambda/(2*(i-1)))*(gamma(4,(i-1)-(j-M-3)+1)
                -gamma(4,(i-1)+(j-M-3)+1));
    elseif (i-1)-(j-M-3)<0
        A(i,j)=(1/2)*(eta(1,(j-M-3)-(i-1)+1)+eta(1,(i-1)+(j-M-3)+1))
            +(lambda/(2*(i-1)))*(gamma(4,(j-M-3)-(i-1)+1)
                -gamma(4,(i-1)+(j-M-3)+1));
    else
        A(i,j)=(1/2)*(eta(1,(i-1)+(j-M-3)+1))
            +(lambda/(2*(i-1)))*(2*gamma(4,(j-M-3)-(i-1)+1)
                -gamma(4,(i-1)+(j-M-3)+1));
    end
else
    if (i-M-1)-(j-M-3)>0
        A(i,j)=(1/2)*(zeta(1,(i-M-1)-(j-M-3)+1)-zeta(1,(i-M-1)+(j-M-3)+1))
            -(lambda/(2*(i-M-1)))*(-delta(4,(i-M-1)-(j-M-3)+1)
                +delta(4,(i-M-1)+(j-M-3)+1));
    elseif (i-M-1)-(j-M-3)<0
        A(i,j)=(1/2)*(zeta(1,(j-M-3)-(i-M-1)+1)-zeta(1,(i-M-1)+(j-M-3)+1))
            -(lambda/(2*(i-M-1)))*(delta(4,(j-M-3)-(i-M-1)+1)
                +delta(4,(i-M-1)+(j-M-3)+1));
    else
        A(i,j)=(1/2)*(2*zeta(1,(j-M-3)-(i-M-1)+1)-zeta(1,(i-M-1)+(j-M-3)+1))
            -(lambda/(2*(i-M-1)))*(delta(4,(i-M-1)+(j-M-3)+1));
    end
end
end
end
if rank(A)~=2*M+3
    break
end
X = A \cdot R;
for k = 1:(M+3)
    P(k) = P(k) + X(k,1);
end
for k = 1:M
    Q(k) = Q(k) + X(k+(M+3),1);
end
end

phi = 0:0.1:2*pi; sum1 = 0; sum2 = 0;
for j = 0:M
    if j == 0
        sum1 = sum1 + 0.5*P(3)*sin(phi); sum2 = sum2 + (0.5)*P(3)*sin(phi);
    else
        sum1 = sum1 + (-0.5)*Q(j)*cos((j+1)*phi) + 0.5*P(j+3)*sin((j+1)*phi);
        sum2 = sum2 + (0.5)*Q(j)*cos((j-1)*phi) - 0.5*P(j+3)*sin((j-1)*phi);
    end
end
e = P(1)*cos(phi) + P(2); r = -P(1)*(sum1 + sum2);
tspan = [-20 20]; y0 = [(P(1)+P(2)),0]; [t,y] = ode45(@odeq,tspan,y0);
plot(y(:,1),y(:,2),'g',e,r,'kx')
xlabel('x'); ylabel('xdot');